A pattern $\alpha$ (i.e., a string of variables and terminals) matches a word $w$, if $w$ can be obtained by uniformly replacing the variables of $\alpha$ by terminal words. The respective matching problem, i.e., deciding whether or not a given pattern matches a given word, is generally NP-complete, but can be solved in polynomial-time for restricted classes of patterns. We present efficient algorithms for the matching problem with respect to patterns with a bounded number of repeated variables and patterns with a structural restriction on the order of variables. Furthermore, we show that it is NP-complete to decide, for a given number $k$ and a word $w$, whether $w$ can be factorised into $k$ distinct factors. As an immediate consequence of this hardness result, the injective version (i.e., different variables are replaced by different words) of the matching problem is NP-complete even for very restricted classes of patterns.

CCS Concepts: • Theory of computation → Problems, reductions and completeness; Parameterized complexity and exact algorithms; • Mathematics of computing → Discrete mathematics;

Additional Key Words and Phrases: Combinatorial pattern matching, combinatorics on words, patterns with variables, NP-complete string problems

ACM Reference format:
DOI: 10.1145/3369935

1 INTRODUCTION

In the context of this work, a pattern is a string that consists of terminal symbols (e.g., a, b, c) and variables (e.g., $x_1, x_2, x_3$). The terminal symbols are treated as constants, while the variables are to be uniformly replaced by strings over the set of terminals (i.e., different occurrences of the same variable are replaced by the same string); thus, a pattern is mapped to a terminal word. For example, $x_1abx_1x_2cx_2x_1$ can be mapped to acabaccaaccaac and babbacab by the replacements $(x_1 \rightarrow ac, x_2 \rightarrow caa)$ and $(x_1 \rightarrow b, x_2 \rightarrow a)$, respectively.

Due to their simple definition, the concept of patterns (and how they map to words) emerges in various areas of theoretical computer science, such as language theory (pattern languages [2]).
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learning theory (inductive inference [2, 13, 32, 34], PAC-learning [25]), combinatorics on words (word equations [23, 31], unavoidable patterns [30]), pattern matching (generalised function matching [1, 33]), database theory (extended conjunctive regular path queries [5]), and we can also find them in practice in the form of extended regular expressions with backreferences [6, 18, 19], used in programming languages like Perl, Java, Python, etc.

In all these different applications, the main purpose of patterns is to express combinatorial pattern matching questions. For instance, searching for a word $w$ in a text $t$ can be expressed as testing whether the pattern $xwy$ can be mapped to $t$ and testing whether a word $w$ contains a $k$-repetition is equivalent to testing whether the pattern $xy^kz$ can be mapped to $w$. Not only problems of testing whether a given word contains a regularity or a motif of a certain form can be expressed by patterns, but also problems asking whether a word can be factorised in a specifically restricted manner can be modelled in this way. For instance, asking whether $x^2y^3$ can be mapped to $w$ is equivalent to asking whether the word $w$ can be factorised in two equal factors followed by three equal factors.

It is also easy to see that such abstract combinatorial questions can have natural applications as well, e.g., in tasks of information retrieval where recurring factors need to be identified that are not a priori length-bounded (note that this goes beyond the capability of regular expressions).

Unfortunately, deciding whether a given pattern can be mapped to a given word, the matching problem, is NP-complete [2], which naturally severely limits the practical application of patterns. In fact, there are only few applications of patterns for which this problem does not play a central role and, furthermore, some computational tasks on patterns that have no apparent connection to the matching problem turn out to implicitly solve it anyway (e.g., this is the case for the task of computing so-called descriptive patterns for finite sets of words [2, 15]). A comprehensive multivariate analysis of the complexity of the matching problem [16, 17] demonstrates that the NP-completeness also holds for strongly restricted variants of the problem. On the other hand, some subclasses of patterns are known for which the matching problem is in P (this is obviously the case if the number of different variables in the patterns is bounded by a constant, but there are also more sophisticated structural parameters of patterns that can be exploited in order to solve the matching problem efficiently [35–37, 39]). Unfortunately, the existing polynomial time algorithms for these classes serve the mere purpose of proving containment in P; thus, they cannot be considered efficient in a practical sense. Therefore, for some of the known restrictions that yield polynomial-time solvability, we present better algorithms. While we consider our algorithms to be advanced and non-trivial, their running times have still an exponential dependency on certain parameters of patterns and, therefore, are acceptable only for strongly restricted classes of patterns. However, as can be concluded from the parameterised hardness results of [17], these exponential dependencies seem necessary under common complexity theoretical assumptions.

In some applications of patterns it might be necessary to require the mapping of variables to be injective (i.e., different variables are substituted by different objects), e.g., this is the case in the detection of duplications in program code (see [3]). From a more general point of view, this injective version of the matching problem asks whether a word can be factorised in a certain way, such that some specific factors are not allowed to coincide. The special version of this problem where each two factors must be different has been investigated in [9] and is motivated by the problem of self-assembly of short DNA fragments into larger sequences, which is crucial for gene synthesis (see references in [9]). We show the NP-completeness of the following natural combinatorial factorisation problem: given a number $k$ and a word $w$, can $w$ be factorised into at least $k$ distinct factors? Besides the general insight into the hardness of computing a factorisation with distinct factors, this result also implies that even for the trivial patterns $x_1x_2\cdots x_k$ the matching problem becomes NP-complete if we require injectivity. Thus, the injective variant of the matching problem

can be considered much harder; in particular, all the structural restrictions of patterns that are known to yield polynomial-time solvability of the matching problem fail if injectivity is required.

This paper is the full version of the extended abstract [14] presented at STACS 2015 and it contains all the omitted proofs and technical details. The organisation is as follows. The next section, Section 2, contains basic definitions and then, in Section 3, we give an overview of our results. In Section 4, we develop our algorithms for the matching problem and, in Section 5, we present the hardness result mentioned above. Finally, we give some conclusions in Section 6.

2 BASIC DEFINITIONS

For detailed definitions regarding combinatorics on words we refer to [29].

We denote our alphabet by Σ, the empty word by ε, the set of all non-empty words over Σ by Σ*, the set of all words over Σ by Σ[,k], and the length of a word w by |w|. (Σ[,k], ·, ε) is the free monoid over Σ with concatenation as its binary operation, written ·. For w ∈ Σ[,k] and every integers i, j with 1 ≤ i ≤ j ≤ |w|, let w[·]i = w[i] · · · w[j], where w[k] represents the letter on position k and 1 ≤ k ≤ |w|. A period of w is any positive integer p for which w[i] = w[i + p], for all defined positions. Moreover, in this case, w is said to be p-periodic. Its minimal period is denoted by per(w) and represents the smallest period of w. For example, w = abacabacabacab has periods 8 and 4; in particular, per(w) = 4. A word w is called periodic if per(w) ≤ |w|/2.

The concatenation of k words w₁, w₂, . . . , wᵦ is written Πᵦᵦ=₁wᵦ. If w = wᵦ for all integers i with 1 ≤ i ≤ k, this represents the kth power of w, denoted by wk; here, w is a root of wk. We can further extend the notion of a power of a word by saying that w = w[1 · per(w)]|per(w)|. We say that w is primitive if it cannot be expressed as a power of exponent ℓ of any root, where ℓ is an integer with ℓ > 1. Conversely, if w = wℓ for some integer ℓ > 1, then w is also called a repetition. The infinite repetition wvw · · · of some word v is denoted vω.

For any word w ∈ Σ[,k] with w = xyz, we say that y is a factor of w. If x is empty, then y is also a prefix of w, while when x is empty, then y is also a suffix. Whenever we have a factor both as a prefix and as a suffix, the factor is said to be a border of the word. Furthermore, every word u = yzx ∈ Σ[,k] is a conjugate of w. Note that, if w is primitive, so is every conjugate of it. If w has prefix u, i.e., w = vu, then we also use v⁻¹w in order to denote the suffix u that remains after removing the prefix v from w.

For a word w ∈ Σ[,k], a factorisation of w is a tuple p = (u₁, u₂, . . . , uᵦ) ∈ Σ[,] for k ≥ 1, with w = u₁u₂ · · · uᵦ. For every i, 1 ≤ i ≤ k, p(i) = uᵦ is called a factor of p, or simply a p-factor. The set of factors of p is defined as sf(p) = {u₁, u₂, . . . , uᵦ} and its size as s(p) = k. The factorisation p is unique if all its factors are distinct, i.e., s(p) = |sf(p)|. For the sake of readability, we sometimes represent a factorisation (u₁, u₂, . . . , uᵦ) in the form u₁ | u₂ | . . . | uᵦ.

Example 2.1. Let w = abacbaabaa be a word over Σ = {a, b}. Then p = (a, ba, cba, a, ba, a) is a factorisation of w with its third factor p(3) = cba. Furthermore, p is not unique, since |sf(p)| = |(a, ba, cba)| ̸= s(p) = 6, or, in other words, there exists a repeated factor, e.g., p(2) = p(5) = ba. On the other hand, q = (ab, a, c, ba, abaa) is a unique factorisation for w of size 5.

Let X = {x₁, x₂, x₃, . . .} and call every x ∈ X a variable. For a finite alphabet Σ of terminals with Σ ∩ X = ∅, we define PatΣ = (X ∪ Σ[,k]) and Pat = UΣ PatΣ. Every α ∈ Pat is a pattern and every w ∈ Σ[,] is a (terminal) word. Given a word or a pattern v, for the smallest sets B ⊂ Σ and Y ⊂ X with v ∈ (B ∪ Y[,k]), we denote alph(v) = B (i.e., the set of terminal symbols) and var(v) = Y (i.e., the set of variables). For any x ∈ X and α ∈ PatΣ, |α|ₓ denotes the number of occurrences of x in α; for the sake of convenience, we set |α|ₓ = 0 for every symbol x not in Σ ∪ X. By var(α), we denote the set of repeated variables, i.e., rvar(α) = {x ∈ var(α) | |α|ₓ ≥ 2}. For a pattern α, we say
that \( w = a[i..i + |w|] \) is a maximal terminal factor of \( \alpha \) if \( a[i - 1] \) and \( a[i + |w| + 1] \) are either not defined, or are variables.

A substitution (for \( \alpha \)) is a mapping \( h : \text{var}(\alpha) \rightarrow \Sigma^* \). For every \( x \in \text{var}(\alpha) \), we say that \( x \) is substituted by \( h(x) \) and \( h(\alpha) \) denotes the word obtained by substituting every occurrence of a variable \( x \) in \( \alpha \) by \( h(x) \) and leaving the terminals unchanged. If, for all \( x, y \in \text{var}(\alpha) \), \( x \neq y \) implies \( h(x) \neq h(y) \), then \( h \) is injective. We say that the pattern \( \alpha \) matches \( w \in \Sigma^* \) if \( h(\alpha) = w \) for some substitution \( h : \text{var}(\alpha) \rightarrow \Sigma^* \).

Next, we formally define the problems of matching patterns with variables. To this end, let \( P \subseteq \text{Pat} \) be a family of patterns. The matching problem (for \( P \)) is defined as follows.

<table>
<thead>
<tr>
<th>Match for P</th>
<th>Instance: Pattern ( \alpha \in P ) and word ( w ).</th>
<th>Question: Is there a substitution ( h ) with ( h(\alpha) = w )?</th>
</tr>
</thead>
</table>

If \( P = \text{Pat} \), i.e., the full class of all patterns, we just use the term matching problem (or just MATCH, for short).\(^1\)

As an example, consider the pattern \( \beta = x_1ax_2bx_2x_1x_2 \) and the terminal words \( u = \text{bacbabbabcbb} \) and \( v = \text{abaabababab} \). Both \( (\beta, u) \) and \( (\beta, v) \) are positive instances of MATCH, as witnessed by the substitutions \( h \) with \( h(x_1) = \text{bacb}, h(x_2) = \text{b} \) and \( g \) with \( g(x_1) = g(x_2) = \text{ab} \), respectively. On the other hand, it can be easily verified, that \( \beta \) does not match the word \( w = \text{cababbbab} \), since any possible substitution maps \( x_1 \) to a word starting with \( c \), but there is only one occurrence of \( c \) in \( w \).

The injective variant of the matching problem (for \( P \)) is defined as follows.

<table>
<thead>
<tr>
<th>inj-MATCH for P</th>
<th>Instance: Pattern ( \alpha \in P ) and word ( w ).</th>
<th>Question: Is there an injective substitution ( h ) with ( h(\alpha) = w )?</th>
</tr>
</thead>
</table>

Coming back to our example from above, we observe that \( (\beta, u) \) is also a positive instance of inj-MATCH, since \( h \) is an injective substitution. On the other hand, \( g \) is obviously not injective and it can be easily verified, that \( (\beta, v) \) is in fact a negative instance of inj-MATCH, i.e., there is no injective substitution that maps \( \beta \) to \( v \).

Next, we introduce several interesting families of patterns. A pattern \( \alpha \) is regular if, for every \( x \in \text{var}(\alpha) \), we have \( |\alpha|_x = 1 \), and the class of regular patterns is denoted by \( \text{Pat}_{\text{reg}} \). For any integer \( k \geq 1 \), a \( k \)-variable pattern is a pattern \( \alpha \) that satisfies \( |\text{var}(\alpha)| \leq k \) and a \( k \)-repeated-variable pattern is a pattern \( \alpha \) that satisfies \( |\text{rvar}(\alpha)| \leq k \) (recall that \( \text{rvar}(\alpha) \) is the set of repeated variables as defined above). For every integer \( k \geq 0 \), \( \text{Pat}_{\text{var} \leq k} \) and \( \text{Pat}_{\text{rvar} \leq k} \) denote the set of \( k \)-variable patterns and \( k \)-repeated-variable patterns, respectively. Obviously, \( \text{Pat}_{\text{reg}} = \text{Pat}_{\text{rvar} \leq 0} \).

For every \( y \in \text{var}(\alpha) \), the scope of \( y \) in \( \alpha \) is defined by \( \text{sc}_\alpha(y) = \{i, i + 1, \ldots, j\} \), where \( i \) is the leftmost and \( j \) the rightmost occurrence of \( y \) in \( \alpha \). The scopes of some variables \( y_1, y_2, \ldots, y_k \in \text{var}(\alpha) \) coincide in \( \alpha \) if \( \bigcap_{1 \leq i \leq k} \text{sc}_\alpha(y_i) \neq \emptyset \). By \( \text{scd}(\alpha) \), we denote the scope coincidence degree (scd for short) of \( \alpha \), which is the maximum number of variables in \( \alpha \) such that their scopes coincide. For every \( k \geq 1 \), let \( \text{Pat}_{\text{scd} \leq k} \) denote the set of patterns \( \alpha \) with \( \text{scd}(\alpha) \leq k \). By definition, \( \text{Pat}_{\text{scd} \leq 1} \) coincides with the class of non-cross patterns (see [39]), which we denote by \( \text{Pat}_{\text{nc}} \).

The one-variable blocks in a pattern are maximal contiguous blocks of occurrences of the same variable. A pattern \( \alpha \) with \( m \) one-variable blocks can be written as \( \alpha = w_0\Pi_{i=1,m}(z_i^{k_i}w_i) \) with \( z_i \in \text{var}(\alpha) \) for \( i \in \{1, 2, \ldots, m\} \) and \( z_i \neq z_{i+1} \), whenever \( w_i = \varepsilon \) for \( i \in \{1, 2, \ldots, m - 1\} \). The number of one-variable blocks is a natural complexity measure that we will consider.\(^2\)

\(^1\)There exist variants of the matching problem where substitutions can also erase variables by mapping them to \( \varepsilon \). In this work, we are not concerned with this variant of the problem.
The classical and parametrised complexity of the matching problem for patterns have been recently investigated and are well understood (see [7,16,17,33]). The most prominent subclasses of patterns for which it can be solved in polynomial time are the classes of patterns with a bounded number of (repeated) variables (in this regard, note that the database example in Section 1 had only one repeated variable), of regular patterns, of non-cross patterns, and of patterns with a bounded scope coincidence degree (see [2,36,39]). However, as mentioned in the introduction, the respective algorithms are rather poor considering their running times. For example, for patterns with a bounded number of variables, the matching problem can be solved in $O(mn^{k+1} / (k-1)!)$, where $m$ and $n$ are the lengths of the pattern and the word (see [22]). For patterns with a scope coincidence degree of at most $k$, an $O(mn^{2(k+3)}(k + 2)^k)$ time algorithm is given in [36], where $m$ and $n$ are the lengths of the pattern and the word, respectively, and the proof that the matching problem for non-cross patterns is in P (see [39]) leads to an $O(n^4)$-time algorithm. Hence, we consider the following problem worth investigating.

**Problem 1.** Let $K$ be a class of patterns for which the matching problem can be solved in polynomial time. Find an efficient algorithm that solves the matching problem for $K$.

The main class of patterns we consider is that of patterns with bounded scope coincidence degree. Our first result in this setting concerns patterns where the scope coincidence degree is bounded by 1, or, in other words, non-cross patterns. In that case we show that we can decide whether a pattern $\alpha$ having $m$ one-variable blocks matches a word $w$ of length $n$ in $O(mn \log n)$ time; this is an important improvement over the previously available $O(n^4)$ algorithm. Our algorithm is based on a general dynamic programming approach, and it tries to find, for certain prefixes of the pattern, the prefixes of the word that match them. While the general approach is rather simple, the details of the efficient implementation of this approach require a detailed combinatorial analysis of the possible matches. For instance, as a byproduct of our approach to the matching problem for $\text{Pat}_{\text{nc}}$, we obtain...
a stringology result that extends in a non-trivial manner a major result from [10], showing how
the primitively rooted squares contained in a word of length n can be listed optimally in \( O(n \log n) \).
Our result shows that, given a word \( w \) of length \( n \) and a word \( v \) with length shorter than \( n \), the
word \( w \) contains \( O(n \log n) \) factors of the form \( wuv \) with \( uv \) primitive, and all these factors can
be found in \( O(n \log n) \) time. Again, this result is optimal, as it can be seen just by looking at the
original case of primitively rooted squares, or factors of the form \( wuv \) with \( uv \) primitive and \( v = \varepsilon \).

When considering general patterns with bounded scope coincidence degree, we show, using
a similar dynamic programming approach, that the matching problem for \( \text{Pat}_{\text{scd} \leq k} \) is solvable in
\( O\left(\frac{m!n^{2k}}{k!(k-1)!}\right) \) time, where \( n \) is the length of the input word and \( m \) is, again, the number of one-variable
blocks occurring in the pattern. One should note that in this case we were not able to use all the
combinatorial insights shown for non-cross patterns (thus, the \( \log n \) factor is replaced by an \( n \) factor
in the evaluation of the time complexity), but, still, our algorithm is significantly faster than the
previously known solution.

Another class of patterns we consider is \( \text{Pat}_{\text{rvar} \leq k} \) of patterns with at most \( k \) repeated variables.
For the basic case of \( k = 1 \) we obtain that the matching problem can be solved in \( O(n^2) \) time, where
\( n \) is the length of the input word. Our algorithm is based on a non-trivial processing of the suffix
array of the input word. Further, we use this result to show that the matching problem for the
general class of patterns \( \text{Pat}_{\text{rvar} \leq k} \) is solvable in \( O\left(\frac{n^{2k}}{(k!(k-1)!)^2}\right) \) time. Note that our algorithm is better
than the one that could have been obtained by using the fact that patterns with at most \( k \) repeated
variables have the scope coincidence degree bounded by \( k + 1 \), and then directly applying our
previous algorithm solving the matching problem for \( \text{Pat}_{\text{scd} \leq k+1} \).

The classes of non-cross patterns and of patterns with a bounded scope coincidence degree or
with a bounded number of repeated variables are of special interest, since for them we can compute
so-called descriptive patterns (see [2, 39]) in polynomial time. A pattern \( \alpha \) is descriptive (with
respect to, say, non-cross patterns) for a finite set \( S \) of words if it can generate all words in \( S \) and
there exists no other non-cross pattern that describes the elements of \( S \) in a better way. Computing
a descriptive pattern, which is NP-complete in general, means to infer a pattern common to a finite
set of words, with applications for inductive inference of pattern languages (see [32]). For example,
our algorithm for computing non-cross patterns can be used in order to obtain an algorithm that
computes a descriptive non-cross pattern in time \( O(\sum_{w \in S}(m^2|w| \log |w|)) \), where \( m \) is the length
of a shortest word of \( S \) (see [15] for details).

Our algorithms, except the ones for the basic cases of non-cross patterns and patterns with only
one repeated variable, still have an exponential dependency on the number of repeated variables or
the scope coincidence degree. Therefore, only for very low constant bounds on these parameters
can these algorithms be considered efficient. Naturally, finding a polynomial time algorithm for
which the degree of the polynomial does not depend on the number of repeated variables would be
desirable. However, such an algorithm would also be a fixed parameter algorithm for the matching
problem parameterised by the number of repeated variables and in [17] it has been shown that this
parameterised problem is \( W[1] \)-hard. This means that the existence of such an algorithm is very
unlikely. Furthermore, since the number of repeated variables gives also an upper bound for the
scope coincidence degree, the mentioned \( W[1] \)-hardness result carries over to the case where the
scope coincidence degree is a parameter and therefore it is just as unlikely to find an algorithm
that is not exponential in the scope coincidence degree. This observation justifies the exponential
dependency of our algorithms on the number of repeated variables and the scope coincidence
degree.

As mentioned in the introduction, in certain settings it makes sense to require the mapping of
variables to words to be injective. The current state of knowledge regarding the complexity of the
matching problem suggests that this difference has no substantial impact; although, in [16] it is shown that MATCH is still NP-complete if the alphabet size and the length of the words the variables are mapped to are bounded, whereas it is in P if we additionally require injectivity. In contrast to this, we prove the following result, which gives strong evidence that inj-MATCH is generally much harder than the non-injective version.

**Theorem 3.1.** The following problem is NP-complete: given a word \( w \) and a number \( k \), is it possible to factorise \( w \) into at least \( k \) distinct factors?

Consequently, the injective matching problem is NP-complete even for the trivial patterns \( x_1x_2\cdots x_k \), which means that, under the assumption \( P \neq NP \), for all the above mentioned classes of patterns no polynomial time algorithms for the injective matching problem exist. In addition to this negative result for the matching problem, we also gain an important insight regarding the more general problem of factorising a string into distinct factors, which, as mentioned in the introduction, is motivated by computational biology. In [9], it is shown that it is NP-complete to factorise a string into distinct factors with a bound on the length of the factors and, in this regard, our result shows that the NP-completeness is preserved if the length bound is dropped and instead we have a lower bound on the number of factors.

In the following two main sections of this paper, we first present algorithmic results for the matching problem, while turning to mostly complexity-theoretic results on the injective variant in the section following thereafter.

## 4 Efficient Algorithms for the Matching Problem

In this section we propose efficient algorithms for the matching problem for several classes of patterns. On the one hand, we look in Subsection 4.1 at classes where the number of repeated variables is bounded: first we consider the basic class of regular patterns, where no variable is repeated, and then investigate the class of patterns in which exactly \( k \) variables are repeated. On the other hand, we look at classes with bounded scope coincidence degree. A basic class in this case is the one of non-cross patterns, where the upper bound of the scope coincidence degree is 1 (Subsection 4.2); we then move on and analyse the general case of patterns having the upper bound of the scope coincidence degree equal to \( k \) (Subsection 4.3).

As a general aspect, note that whenever we deal with a matching problem, if the size of the pattern \( \alpha \) is greater than the length of the word \( w \), then the problem is solvable in \( O(|w|) \) in the negative (we can at the beginning verify the lengths of each sequence and stop after \( O(|w|) \) steps). Therefore, for the remainder of the paper we will always assume that \( |\alpha| < |w| \). Also, when talking about the running times of algorithms, we can hence measure the input length by \( |w| \). Moreover, since for every instance of the matching problem we are presented with a word and a pattern as input, one can in a preprocessing step construct in linear time (relative to the length of the word) the suffix array, \( LCP \), and \( LCS \) data structures associated to the word, the pattern, or the concatenation of these two. This will ensure, e.g., the fact that testing the equality of factors of the pattern and the word can be done in constant time, testing whether a factor has a certain period, etc., within our main algorithms.

### 4.1 Patterns with a bounded number of repeated variables

For the class \( \text{Pat}_{\text{reg}} \) of regular patterns (note that this class coincides with the class of patterns with no repeated variable) we can show the following result.

**Theorem 4.1.** The matching problem for \( \text{Pat}_{\text{reg}} \) is solvable in linear time.
Algorithm 1 Solving the matching problem for Pat_{reg} in linear time

Input: regular pattern $\alpha = w_0\Pi_{i=1,m}(x_iw_i)$ with $m \geq 1$, $x_i \in \text{var}(\alpha)$ and $w_i \in \Sigma^*$, and a word $w \in \Sigma^*$ with $n = |w|$

Output: yes or no according to whether $\alpha$ matches $w$

1: if $w_0$ is not a prefix of $w$ then return no
2: $s := 1$, $j := |w_0|$
3: while $s < m$ do
4: if $w_s$ does not occur in $w[j + 2..n]$ then return no
5: let $j'$ be the start position of the leftmost occurrence of $w_s$ in $w[j + 2..n]$
6: $j := j' + |w_s| - 1$, $s := s + 1$
7: end while
8: if $w_m$ is a suffix of $w[j + 2..n]$ then return yes else return no

Proof. We claim that Algorithm 1 solves the matching problem for Pat_{reg} in linear time. The correctness of this algorithm follows from the observation that there is a substitution $h$ with $h(\alpha) = w$ if and only if there is a substitution $g$ such that, for every $s$ with $1 \leq s \leq m$, $g(w_0\Pi_{i=1,s}x_jw_i)$ is the shortest prefix of $w$ that matches the pattern $w_0\Pi_{i=1,s}x_jw_i$ (the if direction of this statement is trivial, while the only if direction follows by induction). Next, we show that Algorithm 1 can be implemented such that it has a linear running-time. To this end, we observe that if we perform the search for $w_s$ in $w[j + 2..n]$ with the Knuth-Morris-Pratt (KMP) algorithm, then every iteration of the while-loop requires time $O(|w_s| + |w[j + 2..j'] + |w_s| - 1|)$, which, over all iterations, sums up to $O(|w|)$. Since all other tasks can obviously be carried out in time $O(|w|)$, the overall running-time is $O(|w|)$. □

We stress that for constant alphabets our result is similar to that in [39]. However, that result uses string matching strategies based on finite automata, thus the $O$-denotation used to express its complexity hides a factor depending on $|\Sigma|$. For our algorithm, this is not the case: the complexity we get for solving the matching problem does not depend at all on the size of the terminal alphabet. Moreover, our algorithm can be easily adapted to the case when allowing variables to map to the empty word, a scenario neglected otherwise in this paper.

This would be also true for the following algorithm that solves the matching problem for Pat_{rvar\leq\leq1} in cubic time: For all assignments of factors $w_i$ of $w$ to the repeated variable $x$, run the previously obtained linear-time algorithm for the matching problem for the regular pattern obtained from the pattern $\alpha$ by substituting $x$ by $w_i$. In the following, we show how to further improve this simple algorithm towards quadratic time complexity.

Theorem 4.2. The matching problem for Pat_{rvar\leq\leq1} is solvable in quadratic time.

Proof. Let us consider a pattern $\alpha$ in which exactly one variable, denoted by $x$, occurs more than once (if no such variable exists, then the statement follows as in the algorithm solving the matching problem for regular patterns, see Theorem 4.1).

The main idea behind the algorithm used to obtain this result is to find an assignment for the repeating variable $x$ from the input pattern $\alpha$, such that all terminal factors are well placed within the word, and then fill up (using a linear pattern matching algorithm to correctly align the maximal terminal factors of the pattern inside the word) the remaining spaces with the help of the rest of the variables from the pattern, since they occur only once.

Let again $n = |w|$. We split the discussion in cases: the simple cases and the involved case.
Simple cases. If $\alpha = w'xb\gamma$ with $w' \in \Sigma^*$, then $\alpha$ matches $w$ if and only if $\alpha'$ matches $w$, where $\alpha' \in \text{PAT}_{\text{reg}}$ is obtained from $\alpha$ by substituting $x$ with some factor $w[[w'|+1..|w'|+i]],$ for some $i$ with $1 \leq i \leq |w| - |w'|$. Hence, according to our solution for the matching problem for regular patterns, it is decidable whether $\alpha$ matches $w$ in time $O(n^2)$. Obviously, the same holds when $\alpha = bxw'$ with $w' \in \Sigma^*$.

Involved Case. Assume that we are no longer in any of the simple cases discussed above. The rest of the proof deals with the more involved case, namely when $\alpha = \beta x y x \delta$, where $\beta$ and $\delta$ contain at least one variable each and $|\beta|_x + |\delta|_x = 0$ (in the following, we denote this property by †). Let us denote the number of occurrences of $x$ in $\alpha$ by $N = |\alpha|_x$. We factorise $\alpha$ as

$$\alpha = w_0 \Pi_{i=1,m} (\beta_i w_i y_i w'_i) \beta_{m+1} w_{m+1},$$

such that $m \leq N$ and

- $w_0, w_{m+1}, w_j, w'_j \in \Sigma^*$, where $1 \leq j \leq m$,
- $\beta_j$ starts and ends with a variable and $|\beta_j|_x = 0$, where $1 \leq j \leq m + 1$, and
- $y_j$ starts and ends with a variable $x$ and $y_j \in (\Sigma \cup \{x\})^+$, where $1 \leq j \leq m$.

For legibility, we write $\alpha_j = w_0 \Pi_{i=1,j} (\beta_i w_i y_i w'_i)$, where $1 \leq j \leq m$.

It is easy to see that each pattern $\alpha$ with property † has a unique factorisation of this form, which can be computed in $O(|\alpha|)$ time. Intuitively, by defining the patterns $y_i$, we identified the length-maximal factors of $\alpha$ that contain only the variable $x$ and terminals, and start and end with $x$.

Now, while trying to find an assignment of the variables of $\alpha$ so that this pattern matches $w$, we can assign values to the variables occurring in the factors $\beta_i$ independently, but we need to check that the factors of $w$ corresponding to the patterns $y_i$ induce the same assignment of each occurrence of the variable $x$.

We first run a series of preprocessing steps, denoted with § Preprocessing in the following.

§ Preprocessing 1. We construct for the words $w$ and $w_{\alpha}$ the suffix arrays, the LCP and the LCS data structures. It is clear that for any terminal factor $u$ of $\alpha$ and position $i$ of $w$ we can now test in constant time whether $u$ starts or ends at position $i$ in $w$.

§ Preprocessing 2. Further, we try to find the possible matches for the factors $\beta_j$ of $\alpha$ that do not contain the variable $x$. To this end, we define the $n \times (m + 1)$ matrix $M[\cdot, \cdot]$ with $M[i][j] = \ell$ if and only if $w[i..\ell]$ is the shortest factor starting on position $i$ of $w$ that is matched by $\beta_j$. As $\beta_j$ starts and ends with variables that occur only once in $\alpha$, then $w[i'..\ell']$ matches $\beta_j$ for all $i' \leq i$ and $\ell' \geq M[i][j]$.

The matrix $M$ can be computed by Algorithm 2, which we explain next. For a maximal terminal factor $u$ of $\alpha$, Line 2 identifies all its occurrences and requires time $O(|w|)$ (by using the KMP algorithm) and, by using the starting positions of the occurrences computed in Line 2, the for-loop in Lines 3 to 5 requires time $O(|w|)$, as well, to compute, for each $i \leq n$, the starting position of the first occurrence of $u$ in $w[i..n]$. Consequently, the whole preprocessing of Lines 1 to 6 requires time $O(|\alpha|_n)$. It can be easily verified that Lines 9 to 14 (i.e., computing a single entry $M[i][j]$ require time $O(|\beta_j|)$). Essentially, the algorithm follows the same greedy approach as in the algorithm matching regular patterns. Consequently, computing all entries $M[i][\cdot]$ is done in time $O(|\alpha|)$ and therefore the overall time spent for computing $M$ is $O(n|\alpha|)$.

We can now move on to discuss the main algorithm.

§ Main Algorithm. Analogous to Algorithm 1, the algorithm for the matching problem for $\text{PAT}_{\text{var} \leq 1}$ is based on the following observation: for every $j$ with $1 \leq j \leq m$, there exists a substitution $h$ with $h(\alpha_j) = w[1..p]$ and $h(x) = v$ if and only if there exists a substitution $g$ with $g(x) = v$, $g(\alpha_j) = w[1..p]$, and $g(\alpha_{j-1})$ is the shortest prefix of $w$ that matches $\alpha_{j-1}$ with respect to a
substitution that maps $x$ to $v$. Therefore, for a fixed $v$, checking whether there exists a substitution $h$ with $h(\alpha) = w$ and $h(x) = v$ can be done by Algorithm 3.

Algorithm 3 Check whether there exists $h$ with $h(\alpha) = w$ and $h(x) = v$

**Input:** pattern $\alpha$, word $w \in \Sigma^*$ with $n = |w|$, factor $v$ of $w$

**Output:** yes or no according to whether $\alpha$ matches $w$

1. if $w$ starts with $w_0$ then set $p_0 := |w_0|$; else return no
2. for $i = 1, 2, \ldots, m - 1$ do
3. \hspace{1em} $p_i := p_{i-1} + M[p_{i-1} + 1][i]$
4. \hspace{1em} find the starting position $p'_i$ of the leftmost occurrence of $w_i h(y_i) w'_i$ in $w[p_i + 1..n]$
5. \hspace{1em} if $w_i h(y_i) w'_i$ does not occur in $w[p_i + 1..n]$ then set $p'_i = n + 1$
6. \hspace{1em} if $p'_i \leq n$ then $p_i := p'_i + |w_i h(y_i) w'_i| - 1$; else return no.
7. end for
8. $p_m := p_{m-1} + M[p_{m-1} + 1][m]$
9. if $w_{m+1}$ is a suffix of $w[p_m + 1..n]$ then return yes; else return no.

In order to solve the matching problem for $\text{Pat}_{\text{var}\leq 1}$ as sketched above, we would have to try all factors of $w$ as possible images for $x$, which leads to a cubic running-time. Indeed, for each such factor, and for all $i \leq m - 1$ we do the following. In Line 3 we check if $\beta_i$ occurs at position $p_{i-1} + 1$ in constant time. Then we need to run a linear-time pattern matching algorithm to see where $w_i h(y_i) w'_i$ occurs first, to the left of the shortest factor starting after $p_{i-1}$ and matching $\beta_i$.

To show our claim, it remains to explain how this general strategy can be implemented in quadratic time. More precisely, we are looking for an efficient exploration of the possible assignments of the values $v$ to $x$, so that Line 4 of Algorithm 3 can also be executed more efficiently. This is described in the pseudocode of Algorithms 4 and 5, while the details are explained in the rest of this proof.
We order (with radix sort) the suffixes in all clusters increasingly w.r.t. their starting position. Now, within the cluster.

Let \( \Pi \) be the clusters with at least \( p \) elements.\( \text{Algorithm 5} \)

\[ \text{Input: } \text{pattern} \alpha \text{ with } N = |\alpha|_x, \text{ word } w \in \Sigma^* \text{ with } n = |w| \]
\[ \text{Output: yes or no according to whether } \alpha \text{ matches } w \]

1. for \( \ell = 1, 2, \ldots, n \) do
2. partition the suffix array of \( w \) into clusters, by grouping together suffixes whose LCP \( \geq \ell \)
3. let \( C_1, \ldots, C_p \) be the clusters with at least \( N \) elements
4. for \( i = 1, 2, \ldots, p \) do
5. let \( v \) be the common prefix of length \( \ell \) of the suffixes of \( C_i \)
6. Check if there exists \( h \) with \( h(\alpha) = w \) and \( h(x) = v \) using Algorithm 5 for \( C_i \) and \( v \).
7. if yes then return yes
8. end for
9. end for
10. return no

§ An Efficient Implementation of the Main Algorithm. The idea is that, for every integer \( \ell \) from 1 to \( n \), we check if there exists a substitution mapping \( \alpha \) to \( w \), where \( x \) is mapped to a factor of length \( \ell \). Let us fix such an \( \ell \). In linear time, we can partition the suffix array of \( w \) in several clusters (i.e., blocks of consecutive positions in the suffix array that are not extendable to the left or right) such that the suffixes contained in one cluster are sharing a common prefix of length at least \( \ell \) (note that this can be done by moving through the suffix array and performing LCP queries with respect to each two consecutive suffixes). It is important to note that no matter to what factor \( v \) of length \( \ell \) the variable \( x \) is mapped, if the image of each \( y_i \) under this mapping is indeed a factor of \( w \), then they all occur as prefixes of some suffixes contained in the same cluster from the ones defined above, with at least \( N \) (the number of occurrences of \( x \) in \( \alpha \)) elements, i.e., exactly the cluster where the suffixes share a common prefix starting with \( v \), and there is a sufficient number of them to cover all occurrences of \( x \). Moreover, in linear time, by traversing once the suffix array, we order (with radix sort) the suffixes in all clusters increasingly w.r.t. their starting position. Now, not only that all the images of the patterns \( y_i \) under the aforementioned mapping occur as prefixes of suffixes from the same cluster, but the images of the \( y_i \) occur in order of their appearance in \( \alpha \) within the cluster.

So, once \( \ell \) is fixed, we also fix a cluster of at least \( N \) suffixes sharing a prefix of length at least \( \ell \). Now, we try to find a substitution that maps \( \alpha \) to \( w \) such that \( x \) is mapped to \( v \), the common prefix for the cluster. This process is described in pseudo-code in Algorithm 5.

We start with \( j = 1, p = |w_0| + 1 \) and a token placed on the first element of the cluster. Let \( s = M[p][j] \) (i.e., \( w[p..s] \) is the shortest prefix of \( w[p..n] \) that is an image of \( \beta_j \)); initially, \( s = M[|w_0| + 1][1] \) (i.e., \( w[1..s] \) is the shortest prefix of \( w \) that is the image of \( w_0 \beta_j \)). We now traverse the cluster, left to right, from the position pointed by the token and moving the token accordingly, until we find the first suffix starting after position \( s + |w_j| \) and preceded by \( w_j \) (checked in \( O(1) \) time by an LCS query). Assume we found such a suffix \( w[r..n] \). We want to check whether it starts with the image of \( y_j w'_j \), where \( y_j = (\Pi_{i=1,q_j}(xu_{i,j}))x \) for some \( q_j \) and maximal terminal factors \( u_{i,j} \). The maximum integer \( h \) with \( (\Pi_{i=1,h}(vu_{i,j}))v \) a prefix of \( w[r..n] \) is found in time \( O(h) \) by \( 2h + 1 \) LCP queries, and we store \( pos = r \).

If \( h = q_j \) and \( (\Pi_{i=1,q_j}(vu_{i,j}))v \) is followed by \( w'_j \), then we found the leftmost occurrence corresponding to \( w_j y_j w'_j \) in \( w \) to the right of \( s \), where \( x \) is mapped to \( v \); if \( p' \) is the last position of this occurrence, then we identified the shortest prefix \( w[1..p'] \) of \( w \) that can be the image of \( \alpha_j \) in a
Algorithm 5 Check whether there exists \( h \) with \( h(\alpha) = w \) and \( h(x) = v \), with \( v \) a common prefix of all suffixes in a cluster \( C \)

Input: pattern \( \alpha \), word \( w \in \Sigma^* \) with \( n = |w| \), cluster \( C \), word \( v \in \Sigma^* \) a common prefix of the suffixes of \( C \)

Output: yes or no according to whether \( h(\alpha) = w \) for a substitution with \( h(x) = v \)

1: assume \( C \) contains the positions \( r_1 < \ldots < r_u \) of \( w \) (corresponding to the suffixes \( w[r_i..n] \) of \( w \), with \( 1 \leq i \leq u \))
2: Set \( t = 1 \) (position of the token), \( p = |w_0| + 1 \), \( j = 1 \) (we search for matches for \( y_j \))
3: while \( j \leq m \) do
   4: assume \( y_j = (\Pi_{i=1} h_i(xu_{i,j}))v \)
   5: set \( h = 0 \), \( pos = 1 \) (\( h \) tracks the longest prefix of \( y_j \) matched so far, and \( pos \) the position where this prefix occurs), \( s = M[p][j] \), \( d = 0 \) (tracks whether \( y_j \) was completely matched)
   6: while \( d = 0 \) do
      7: set \( f = 0 \) (used to search the first \( w[r_i..n] \) is preceded by \( v_j \))
      8: while \( f = 0 \) do
         9: if \( r_i - |w_j| > s \) and \( w[r_i - |w_j|..r_i - 1] = w_j \) then set \( f = 1 \)
      10: set \( t = t + 1 \)
      11: if \( t > u \) then set \( f = 2 \)
   end while
12: if \( f = 2 \) then return no
14: find the maximum \( h' > h \) such that \( (\Pi_{i=1} h_i(vu_{i,j}))v \) is a prefix of \( w[r_i..n] \); this is done by \( 2(h' - h) + 1 \) LCP-queries: check that \( LCP \) of \( w[\text{pos}..n] \) and \( w[r_i..n] \) is at least \(|(\Pi_{i=1} h_i(vu_{i,j}))v|\), then that the prefix \( (\Pi_{i=1} h_i+g(vu_{i,j}))v \) of \( w[r_i..n] \) is followed by \( u_{h_i+g+1} \) and then by \( v \) for \( g \) from 0 to \( h' - h - 1 \)
15: if we found \( h' > h \) in the previous step then update \( h = h' \) and \( pos = r_i \)
16: let \( \ell = |(\Pi_{i=1} h_i(vu_{i,j}))v| \), \( p' = r_i + \ell + |w_j| - 1 \)
17: if \( h = q_j \) and \( w[r_i + \ell..p'] = w_j \) then set \( p = p' + 1 \), \( j = j + 1 \), \( d = 1 \) (\( w[r_i..p'] \) matches \( y_j \))
18: end while
19: end while
20: return yes.

substitution that maps \( x \) to \( v \). We take now \( p = p' + 1 \), increase \( j \) by one and restart the procedure if \( j \leq m \) still holds.

If \( h < q_j \), or \( h = q_j \) and \( w_j \) does not follow \( (\Pi_{i=1} h_i(vu_{i,j}))v \), then we keep traversing the cluster, and, moving the token, we look for a suffix that is preceded by \( w_j \) and shares a prefix with \( w[r..n] \) at least as long as \( (\Pi_{i=1} h_i(vu_{i,j}))v \). As soon as we found one, say \( w[r'..n] \), we find the maximum integer \( h' > h \) such that \( (\Pi_{i=1} h_i(vu_{i,j}))v \) is its prefix. Finding \( h' \) takes at most \( 2(h' - h) + 1 \) LCP-queries, as we only need to first check if \( (\Pi_{i=1} h_i(vu_{i,j}))v \) occurs as a prefix of \( w[r'..n] \) (and for this we do an LCP-comparison between \( w[r'..n] \) and the suffix \( w[\text{pos}..n] \) of the cluster where we already found \( (\Pi_{i=1} h_i(vu_{i,j}))v \)), and then check if all factors of the concatenation \( (\Pi_{i=h+1} h_i(vu_{i,j}))v \) occur consecutively after the prefix \( (\Pi_{i=1} h_i(vu_{i,j}))v \) of \( w[r'..n] \). If \( h' = q_j \) and \( (\Pi_{i=1} h_i(vu_{i,j}))v \) is followed by \( w_j \), then we proceed as above; otherwise, we continue the traversal of the cluster with \( w[r'..n] \) in the role of \( w[r..n] \) and \( h' \) in the role of \( h \). Thus, finding the right \( h \) within a cluster of size \( k \), when it exists, will not require more than \( \sum_{i=2}^{k-1} 2(h_{i+1} - h_i) = 2h_k - 2h_1 \leq 2k \) LCP-queries.

If finally we have \( j = m + 1 \), then we found the shortest prefix \( w[1..p_m] \) of \( w \) that is an image of \( \alpha_m \) while mapping \( x \) to \( v \), and we can proceed as previously described to decide whether there
exists a substitution that maps $\alpha$ to $w$. The processing of a cluster clearly takes $O(k + N) = O(k)$, where $k \geq N$ is its size.

If we cannot find the prefix $w[1..p']$ of $w$ that is the image of $\alpha_j$ in a substitution that maps $x$ to $v$ within the current cluster, then the image of $x$ was chosen wrongly, and we should try another cluster (thus choose another value $v$ for $x$) defined for the same length, or even another length. As such, we might repeat the above procedure for all clusters of size at least $N$. As the total number of elements in these clusters is upper bounded by $n - \ell$ for the fixed $\ell$, it is clear that their total processing takes $O(n)$ time.

We have to consider all possible values for $\ell$. The time spent for each one is $O(n)$, so, in total our algorithm needs $O(n^2)$ time to decide whether there exists a substitution that maps $\alpha$ to $w$. The correctness follows from the explanations above. \qed

To solve the matching problem for patterns with at most $k$ repeated variables, we choose the images (starting and ending positions in $w$) of $k - 1$ of the $k$ repeated variables, and then get a pattern with only one repeated variable. Further, we apply Theorem 4.2 on this pattern. As a general result, we will use that $\binom{n}{k} \in O\left(\frac{n^k}{k!}\right)$.

**Theorem 4.3.** The matching problem for $\text{Pat}\text{var}_{\leq k}$ is solvable in $O\left(\frac{n^{2k}}{(k-1)!^2}\right)$ time, where $n$ is the length of the input word.

**Proof.** Let $w \in \Sigma^+$ with $|w| = n$ and let $\alpha \in \text{Pat}\text{var}_{\leq k}$. Let $x$ be the leftmost repeating variable and let $x_1, x_2, \ldots, x_{k-1}$ be the other repeating variables of $\alpha$, indexed in the order they occur. Our idea is to first generate all possible images for the variables $x_i$, where $1 \leq i \leq k - 1$, and, secondly, for each such assignment, to try to find a suitable image for $x$ such that the substitution maps $\alpha$ to $w$.

Let us first look at the part where we generate the images of the variables $x_1, x_2, \ldots, x_{k-1}$. We first choose $k - 1$ numbers $j_1, j_3, \ldots, j_{2k-3}$ from $\{1, \ldots, n\}$ and then $k - 1$ numbers $j_2, j_4, \ldots, j_{2k-2}$ from $\{1, \ldots, n\} \setminus \{j_1, j_3, \ldots, j_{2k-3}\}$. With $i_{2\ell - 1} = \min\{j_{2\ell - 1}, j_{2\ell}\}$ and $i_{2\ell} = \max\{j_{2\ell - 1}, j_{2\ell}\}$ for $\ell = 1, \ldots, k - 1$, we obtain $k - 1$ many non-empty factors $w_\ell = w[i_{2\ell - 1}..i_{2\ell}]$. Consequently, there are less than $\frac{n^{2k-2}}{(k-1)!^2}$ ways of choosing these factors.

Now, for each possible substitution for the variables $\{x_1, x_2, \ldots, x_{k-1}\}$, we produce a pattern $\alpha'$ where just $x$ is repeated. Further, we can use the algorithm in the proof of Theorem 4.2 to check in $O(n^2)$ time whether the substitution can be extended (i. e., by an image for $x$), such that $\alpha'$ is mapped to $w$.

Clearly, this decides the existence of a substitution mapping $\alpha$ to $w$. The running time is bounded by $O\left(\frac{n^2 n^{2k-2}}{(k-1)!^2}\right) = O\left(\frac{n^{2k}}{(k-1)!^2}\right)$. \qed

### 4.2 Non-cross patterns

Next, we present an algorithm for matching non-cross patterns, which, in a similar way as the algorithm for patterns with only one repeated variables was extended to patterns with a bounded number of variables, shall then be extended to patterns with a bounded scope coincidence degree. The following combinatorial results are well known (see, e. g., [12]).

**Lemma 4.4 ([10]).** Let $u_1$, $u_2$, and $u_3$ be primitive words, with $|u_1| < |u_2| < |u_3|$ and $u_1^2$ prefixes (suffixes) of a word $w$, for every $i$ with $1 \leq i \leq 3$. Then $2|u_1| < |u_3|$. As a consequence, we have $\{|u| \text{primitive}, u^2 \text{ prefix (respectively, suffix) of } w\} \leq 2 \log |w|$.

Assume that $w \in \Sigma^*$ is of length $n$. For each $i$ with $1 \leq i \leq n$ we define the set $P_i = \{u \mid u$ is a primitive word such that $u^2$ is a suffix of $w[1..i]\}$.
Lemma 4.4 shows that $|P_i| \leq 2 \log n$ for every $i$ with $1 \leq i \leq n$. Generally, we can represent the elements of $P_i$ in various efficient manners (e. g., for each $u \in P_i$ it is enough to store its length).

**LEMMA 4.5 ([10]).** Let $w \in \Sigma^*$ be a word of length $n$. We can compute in $O(n \log n)$ time all the sets $P_i$ associated to $w$, where $i \in \{1, 2, \ldots, n\}$.

Note that in [10] there are examples of words of length $n$ for which $\sum_{i \leq n} |P_i| \in \Theta(n \log n)$.

We recall the theorem of Fine and Wilf (also called periodicity lemma).

**THEOREM 4.6 (FINE AND WILF [29]).** If $\alpha \in u\{u, v\}^*$ and $\beta \in v\{u, v\}^*$ have a common prefix of length at least $|u| + |v| - \gcd(|u|, |v|)$, then $u, v \in \{t\}^+$ for a word $t$.

A rather direct corollary of Theorem 4.6 is the following:

**THEOREM 4.7 ([29]).** Let $\alpha \in \Sigma^*$ be a word having two periods $p$ and $q$. If $|\alpha| \geq p + q - \gcd(p, q)$, then $\alpha$ has also the period $\gcd(p, q)$.

A standard application of Theorem 4.7 is the following. If we have the equality $u^\gamma u' = v^\delta v'$ for some words $u, v$, with $u'$ a prefix of $u$ and $v'$ a prefix of $v$, and $\gamma, \delta \geq 2$, then we can conclude that there exists a word $t$ such that $u, v \in \{t\}^\gamma$. Indeed, the word $\alpha = u^\gamma u' = v^\delta v'$ has as periods both $p = |u|$ and $q = |v|$, and length $|\alpha| \geq \max\{2p, 2q\} \geq p + q - \gcd(p, q)$. Then, $\alpha$ has also the period $\gcd(p, q)$. This divides both $p$ and $q$, so there exists a word $t$ (prefix of $\alpha$) such that $u, v \in \{t\}^\gamma$ and $|t| = \gcd(p, q)$.

By similar reasons, we get also that if $u'u'' = v'v''$ holds for some words $u, v$, with $u''$ a suffix of $u$ and $v''$ a suffix of $v$, and $\gamma, \delta \geq 2$, then we can conclude that there exists a word $t$ such that $u, v \in \{t\}^\gamma$. Like before, $\alpha = u'u'' = v'v''$ has as periods both $p = |u|$ and $q = |v|$. So, $\alpha$ has also the period $\gcd(p, q)$. Reading the period from the end of $\alpha$ towards its beginning, we get that there exists a word $t$ (suffix of $\alpha$) such that $u, v \in \{t\}^\gamma$ and $|t| = \gcd(p, q)$.

The next result states a necessary condition for the primityivity of a word.

**THEOREM 4.8.** [29] If $u$ is a primitive word, then the only occurrences of $u$ as a factor of $uu$ are as prefix or suffix.

Next, we extend the results of Lemmas 4.4 and 4.5. Instead of primitively rooted squares, we consider words of the form $uuu$ for some fixed word $v$, with $uv$ primitive (or, equivalently, with $vu$ primitive).

**PROPOSITION 4.9.** For a fixed word $v$, let $u_1vu_1, u_2vu_2, u_3vu_3$ be prefixes (suffixes) of a word $w$ with $|u_1| < |u_2| < |u_3|$ and $u_1v$ primitive, for every $i$ with $1 \leq i \leq 3$. Then $3|u_1|/2 < |u_3|$. As a consequence, we have $|\{wuv|wu$ primitive, $wvu$ prefix (respectively, suffix) of $w\}| \in O(\log |w|)$.

**Proof.** Let us assume that $|u_3| \leq 3|u_1|/2$. Clearly, we get that $|u_2| \leq 3|u_1|/2$ and $|u_3| \leq 3|u_2|/2$, as well. In the following, we will show that this assumption leads to a contradiction (note that our line of reasoning is completely illustrated in Fig. 1).

As $u_1$ is a prefix of $u_2$, looking at the alignment between the second $u_1$ from $u_1vu_1$ with the prefix $u_1$ of the second $u_2$ from $u_2vu_2$, since $|u_2| \leq \frac{3|u_1|}{2}$ we get that the period of $u_1$ is less than $\frac{|u_1|}{2}$, and, therefore, $u_1$ is periodic. Indeed, the second $u_2$, which starts with $u_1$, occurs in $u_2vu_2$ on position $|u_2| + |v| + 1$, while the factor of $u_2vu_2$ aligned to the second $u_1$ of $u_1vu_1$ occurs in $u_2vu_2$ on position $|u_1| + |v| + 1$. The difference between these positions, which gives the period of $u_1$, is $|u_2| - |u_1| \leq |u_1|/2$. Thus, we have that $u_1 = t^\alpha t'$, for an integer $\alpha$ with $\alpha \geq 2$ and $t'$ a prefix of $t$, for some primitive word $t$ (with $|t| = \text{per}(u_1)$).

Let us also note that, by the same reasoning as above, the prefix $u_1$ of the second $u_2$ from $u_2vu_2$ starts at least $|t|$ symbols to the right of the starting position of the factor of $u_2vu_2$ aligned to the
second \( u_1 \) of \( u_1 v u_1 \). This means \( |u_2 v| + 1 - (|u_1 v| + 1) = |u_2| - |u_1| \geq |t| \). In a similar way we get \( |u_1| - |u_2| \geq |t| \).

Since \( t \) is primitive, as to not get a contradiction with Theorem 4.8, there exists an integer \( \delta \) with \( \delta > 0 \) such that \( u_1 v t^\delta = u_2 v \). Indeed, \( u_2 \) starts with \( u_1 \), so it starts with a factor \( t \). Also, the overlap between the factor of \( u_2 v \) aligned to the second \( u_1 \) of \( u_1 v u_1 \) and the second \( u_2 \) of \( u_2 v u_2 \) has length at least \( 2|u_1| + |v| - |u_2| - |v| = 2|u_1| - |u_2| \geq |u_1|/2 \geq |t| \). So, if \( u_2 v \) would not have the form \( u_1 v t^\delta \) then the prefix \( t \) of the second \( u_2 \) would occur inside a factor \( t^2 \) of the factor of \( u_2 v u_2 \) aligned to the second \( u_1 \) of \( u_1 v u_1 \), yielding a contradiction to the primitivity of \( t \).

Moreover, the same holds with respect to \( u_3 v \), i.e., there exists an integer \( \psi \) with \( \psi > 0 \) such that \( u_1 v t^\psi = u_3 v \). Hence, \( v \) is a suffix of \( v t^\psi \), which implies that \( v = t'' t^\beta \) where \( t'' \) is a suffix of \( t \) and \( \beta \) is an integer with \( \beta \geq 0 \).

\[
\begin{array}{cccccc}
\text{u}_1 & \text{u}_2 & v & \text{u}_3 & t \rightarrow t'' \rightarrow t' c \rightarrow t' \rightarrow t'c''
\end{array}
\]

**Fig. 1.** Left alignment of three factors \( u_1 v u_1 \), \( u_2 v u_2 \), and \( u_3 v u_3 \) with \( u_1 v \), \( u_2 v \), and \( u_3 v \) primitive, such that \( |u_1| < |u_2| < |u_3| \) and \( |u_3| \leq \frac{3|u_1|}{2} \).

We can assume that \( |u_1 v| \) is not divisible by \( |t| \) since otherwise \( t t'' = t \), so \( u_1 v \), is a repetition, which contradicts the primitivity of \( u_1 v \). This means that \( v = t_c^\beta t'' \) where \( t_c \) is a conjugate of \( t \), obtained by rotating \( t \) by \( t'' \) positions.

We now check what factor occurs in \( u_2 v u_2 \) and \( u_3 v u_3 \) at position \( |u_2| + |v| + |u_1| - |t'| + 1 \). In \( u_2 v u_2 \) we have \( t' t_c \) (look after the first occurrence of \( u_1 \) in \( u_2 \)). Indeed, \( |u_2| - |u_1| \geq |t| \), so at least one full factor of length \( |t| \) occurs in \( u_2 \) after its prefix \( u_1 \).

In \( u_3 v u_3 \), at position \( |u_2| + |v| + |u_1| - |t'| + 1 \), starts a factor \( t t' \). Indeed, \( |u_2| + |v| + |u_1| - |t'| + 1 \geq |u_3| + |v| + 1 \), because \( |u_3| \leq 3|u_1|/2 \) and \( |t'| < |t| \leq |u_1|/2 \). Also, we know that \( u_1 v t^\psi = u_3 v \), so \( |u_2| + |v| + |u_1| - |t'| - |u_3 v| = |u_2| + |u_1| - |u_3| - |t'| \) is both upper bounded by \( |u_1| - |t| - |t'| \) and divisible by \( t \). It follows that, at position \( |u_2| + |v| + |u_1| - |t'| + 1 \) we have a factor of \( u_1 \), occurring with an offset which is both upper bounded by \( |u_1| - |t'| \) and also a multiple of \( |t| \) from the beginning of \( u_1 \). Each such factor starts with \( t t' \) so our claim follows. Hence, \( t' t_c = t t' \) holds.

Since \( v u_1[1..|u_2| - |u_1|] = u_2[|u_1| + 1..|u_2|]v \) and \( v = t'' t^\beta = t_c^\beta t'' \) with \( t \) and \( t_c \) primitive, we can conclude that \( vt^\gamma = t_c^\gamma v \), where \( \gamma = \frac{|u_2| - |u_1|}{|u_1|} \) (note that \( \gamma \) must be an integer). In particular, it follows that \( (t' v)t^\gamma = t_c^\gamma v \) and, since \( t' t_c = t t' \), we can conclude that \( (t' v)t^\gamma = t^\gamma (t' v) \). Consequently, the words \( t' v \) and \( t \) satisfy the conditions of the periodicity lemma (Theorem 4.7); thus, we can conclude that \( t' v \) and \( t \) are powers of the same word. This leads to a contradiction, as \( u_1 v = t^n t' v \), and if \( t \) and \( t' \) are powers of the same word we would obtain that \( u_1 v \) is a repetition.

Consider two words \( w, v \in \Sigma^* \) with \( |w| = n \). Following the case of the primitively rooted squares, for every \( i \) with \( i \leq n \) we define the set

\[
R_i^w = \{ u \mid uvw \text{ is a suffix of } w[1..i] \text{ with } uv \text{ primitive} \}.
\]

Again, \( R_i^w \) can be stored efficiently by the lengths of the words it contains. By Proposition 4.9, \( \sum_{i=1}^n |R_i^w| \in O(n \log n) \). Moreover, as \( uvw \) with \( uv \) primitive is just a primitively rooted square when
\( v = \epsilon \), it follows that for certain values of \( v \), we have \( \sum_{i=1}^{n} |R_i^v| \in \Theta(n \log n) \). Note that, in the following, if \( v = \epsilon \), then \( R_{\epsilon,j} = P_j \).

Our next result extends in a non-trivial manner the result of Lemma \ref{lem:4.5}. However, we continue first with the description of some data structures and remarks that constitute the basis of this result. The following observation is straightforward, but nevertheless useful later on.

**Remark 1.** For any word \( w \) of length \( n \) and a suffix \( w[i..j] \) of \( w[1..j] \), where \( j \) is an integer with \( j \leq n \), the maximum positive integer \( \ell \) such that \( w[i..j]^{\ell} \) is a suffix of \( w[1..j] \) is \( \ell = \left\lfloor \frac{\text{lcs}_w(i,j-1)}{j-i+1} \right\rfloor + 1 \).

The most important data structure that we shall use in the remainder of this section is the dictionary of basic factors (DBF, for short, see [11]). The DBF of a word \( w \) is a data structure that associates labels to the factors of the form \( w[i..i + 2^k - 1] \) (called basic factors), for integers \( i, k \) with \( 0 \leq k \leq \lfloor \log(n) \rfloor \) and \( 1 \leq i \leq n - 2^k + 1 \), such that two identical factors get the same label and we can retrieve the label of such a factor in \( O(1) \) time. The dictionary of basic factors of a word of length \( n \) is constructed in \( O(n \log n) \) time (see [11]). Generally, for every integer \( k \) the DBF contains an array \( A_k[i] \), such that \( A_k[i] \) is the label of \( w[i..i + 2^k - 1] \).

We observe that a basic factor \( w[i..i + 2^k - 1] \) occurs in a factor \( w[j..j + 2^{k+1} - 1] \) either at most twice or the positions where it occurs form an arithmetic progression of ratio \( \text{per}(w[i..i + 2^k - 1]) \) (see [26]). Hence, the occurrences of \( w[i..i + 2^k - 1] \) in \( w[j..j + 2^{k+1} - 1] \) can be represented in a compact manner, i.e., either by the two starting positions, or by the starting position of the progression and its ratio. Moreover, the occurrences of \( w[i..i + 2^k - 1] \) in \( w[i..i + 2^{k+2} - 1] \) can also be represented in a compact manner, since they are given by the occurrences of the basic factor \( w[i..i + 2^k - 1] \) in the basic factors \( w[i..i + 2^{k+1} - 1], w[i + 2^k..i + 2^k + 2^{k+1} - 1] \) and \( w[i + 2^{k+1}..i + 2^{k+2} - 1] \). According to this fact it is clear that one can preprocess the DBF of \( w \) even more, so that we can answer in constant time the following queries:

\begin{itemize}
  \item "Given positive integers \( i \) and \( k \), return the compact representation of the occurrences of \( w[i..i + 2^k - 1] \) in \( w[i..i + 2^{k+2} - 1] \)."
\end{itemize}

Moreover, fixing some word \( v \), we can also produce in \( O(n \log n) \) time a data structure answering the following type of queries in \( O(1) \) time:

\begin{itemize}
  \item "Given positive integers \( i \) and \( k \), return the compact representation of the occurrences of \( w[i..i + 2^k - 1] \) in \( w[i - |v| - 2^{k+1}..i - |v| - 1] \)."
\end{itemize}

The following lemma follows directly from Theorem 8.1 of [27]. There it is shown that one can construct, for a given word \( w \) of length \( n \), in \( O(n) \) time, a data structure allowing to decide in constant time whether some factor of \( w \) is periodic, and, if yes, to compute its shortest period. To test then if some factor of the given word is primitive it is enough to test whether that factor is periodic and its shortest period divides its length, using the aforementioned data structure.

**Lemma 4.10.** [27] *We can produce in \( O(n) \) time a data structure that allows us to test the primitivity of each factor of a word \( w \) of length \( n \) in \( O(1) \) time.*

An obvious consequence of Lemma \ref{lem:4.4} is that if we consider all primitively rooted squares starting at some position \( i \) with root lengths between \( \ell \) and \( 2\ell \), then there are at most two of them, since the root length of a third one must exceed \( 2\ell \). We separately state this for a special case, which shall be applied in the next proof (note that in the following lemmas the fact that we can compute the squares in \( O(n \log n) \) is a consequence of Lemma \ref{lem:4.5}).

**Lemma 4.11.** Let \( w[i..j] = v \) be a factor of a word \( w \) of length \( n \) with \( \text{per}(w[i..j]) \leq \frac{j-i+1}{5} \). There are at most two primitively rooted squares \( z_1 \) and \( z_2 \) which are prefixes of \( w[i..n] \) such that \( j - i + 1 - \text{per}(w[i..j]) \leq |z_1| < |z_2| \leq j - i + 1 \).
Finding these squares for each occurrences of $v$ takes $O(n \log n)$.

**Lemma 4.12.** Let $w[i..j] = v$ be a factor of a word $w$ of length $n$ and $j'$ a position such that $|w[j + 1..j']| \leq \frac{j - i + 1}{2}$. There are at most two primitively rooted squares $z_1^i$ and $z_2^i$ which are prefixes of $w[i..n]$ such that

$$j - i + 1 \leq |z_1^i| < |z_2^i| \leq j' - i + 1.$$

Finding these squares for each occurrence of $v$ takes $O(n \log n)$.

Now we are ready to state our extension of Lemma 4.5.

**Proposition 4.13.** Given two words $w, v \in \Sigma^*$ with $w$ of length $n$, we can compute in $O(n \log n)$ time all the sets $R_i^v$ associated to $w$, for all $i$ with $1 \leq i \leq n$.

**Proof.** We begin by constructing for the word $wv$ the suffix array, and $LCP$ and $LCS$ data structures. Furthermore we also construct the above DBF data structure for $w$, together with its extensions (♣) and (♠), and, due to Lemma 4.10, a data structure that allows us to check whether a factor of $w$ is primitive in constant time (in the following, we shall perform primitivity checks without mentioning specifically that they only require constant time). We note that this preprocessing requires time $O(n \log n)$.

In the following, let $v' = v[1..\text{per}(v)]$, i.e., $v = (v')^\sigma v''$ for an integer $\sigma$ and a prefix $v''$ of $v'$. We first assume that $v'$ is small, more precisely, $|v'| < \frac{|v|}{6}$, which implies that there might be many occurrences of $v$ in $w$ (case A). The case $|v'| \geq \frac{|v|}{6}$ already bounds the number of occurrences of $v$ in $w$ and is somehow simpler; we shall discuss it later on (case B).

The general task that needs to be performed can be described as follows: we have to find all occurrences $w[i..i + |v| - 1]$ of $v$ in $w$ that can be extended to both sides with the same factor $u$ such that $uv$ is primitive (we denote such a factor $u$ as extension (with respect to $i$)), or, more formally, for each $i$ with $w[i..i + |v| - 1] = v$, we have to find all $j$ with $w[i - j..i + |v| - 1 + j] = uvu$ and $uv$ primitive. Obviously, doing this in a naive way is too time consuming. The crucial improvement of our procedure is due to the fact that, for an $i$ with $w[i..i + |v| - 1] = v$, we analyse, for all integers $k$ with $0 \leq k \leq \lfloor \log(n) \rfloor$, all the possible candidates for extensions $u$ that satisfy $2^k \leq |u| \leq 2^{k+1}$ simultaneously (we shall denote such extensions by the term $k$-extension (with respect to $i$)). Obviously, for a fixed $k$, a compact representation of these candidates can be efficiently retrieved due to the previously computed DBF data structure with its extensions (♣) and (♠).

**Case A:** $|v'| < \frac{|v|}{6}$.

In the following, let $i, 1 \leq i \leq n$, be such that $w[i..i + |v| - 1] = v$ and let $k, 0 \leq k \leq \lfloor \log(n) \rfloor$, be arbitrarily chosen. We shall show how we can find all the $k$-extensions with respect to $i$ in time proportional to their number. Consequently, by doing this for all occurrences of $v$ in $w$ (which can be easily found by the $LCP$ data structure for $wv$) and all $k, 0 \leq k \leq \lfloor \log(n) \rfloor$, we find all the elements of the sets $R_i^v$ in time proportional to their total number, which, by Proposition 4.9, is $O(n \log n)$.

We note that all $k$-extensions have the prefix $t = w[i + |v|..i + |v| + 2^k - 1]$ and start inside the factor $w[i - 2^{k+1}..i - 1]$, thus, a compact representation of all starting positions of the basic factor $t$ in $w[i - 2^{k+1}..i - 1]$, which is provided by the DBF data structure, contains the starting positions of all $k$-extensions and is therefore a suitable set of possible candidates for $k$-extensions. We only have to identify the actual $k$-extensions among these candidates and we shall next explain how this can be done efficiently.

Firstly, we consider the special case when there are at most two occurrences of $t$ in $w[i - 2^{k+1}..i - 1]$, say $w[i_1..i_1 + 2^k - 1]$ and $w[i_2..i_2 + 2^k - 1]$. We can now easily check whether these candidates are
actual $k$-extensions as follows: for $\ell \in \{1, 2\}$, check whether $w[i, i - 1]$ occurs at position $i + |v|$ (with an $LCP$ query) and if so, whether $w[i..i + |v| - 1]w[i,..i - 1]$ is primitive or not.

![Diagram](image_url)

Fig. 2. Occurrences of $t$ in $w[i..i - 1]$ indicate the start positions of candidates for $k$-extensions (note that here $j = i + |v| - 1$).

Next, we assume that the occurrences of $t$ in $w[i..i - 1]$ are given as an arithmetic progression (for an illustration see Fig. 2), which starts on position $i_0$ and has ratio $p$. Then $w[i_0..i - 1] = x^\beta x' y'$, where $|x| = p$, $x'$ is a prefix of $x$ with $|x'| < |x|$, and $x^\alpha x'$ is a word of period $p$ that cannot be further extended to the right without breaking the period, i.e., if $y' \neq \varepsilon$, then $y'[1] \neq x[|x'| + 1]$. In the following, we consider the two cases $y' \neq \varepsilon$ and $y' = \varepsilon$ separately and we shall start with the former, which is the simpler one.

**Case A.1:** $y' \neq \varepsilon$.

In this case, clearly, every $k$-extension with respect to $i$ is not $|x|$-periodic. Let $\beta$ be such that $x^\beta x''$ is the longest $|x|$-periodic prefix of $w[i + |v|..n]$, with $x''$ a prefix of $x$. If $\beta > \alpha$, then we do not have any $k$-extension with respect to $i$. If we would have one, then it would either be $|x|$-periodic (and be a factor of $x^\beta x''$, a contradiction), or it should start with $x^\beta x''$ which is a contradiction to the fact that every factor of $w[i_0..i - 1]$ starts with at most $x^\alpha$ and $\alpha < \beta$. So, $\beta \leq \alpha$. By a reasoning similar to the above, we get that $x' = x''$ (or, again, the periodic prefixes of the two sides of the $k$-extension would not match) and that the extension should be $x^\beta x'y'$. We check whether $x^\beta x'y'$ is a suffix of $w[i..i - 1]$ and a prefix of $w[i + |v|..n]$, and if $x^\beta x'y' \varepsilon$ is primitive (in constant time, using the data structures we built). If yes, we found the single correct $k$-extension. (Case A.1)

**Case A.2:** $y' = \varepsilon$.

In this case, $w[i_0..i - 1] = x^\alpha x'$. This implies that the candidates for $k$-extensions are the words $x^\gamma x'$, with $\gamma \leq \alpha$ and $\gamma \geq |t|/|x|$ (as at least one $t$ should be contained in $u$). We shall check which of these are actual $k$-extensions by first determining (in constant time) all the values $\gamma$, for which $ux^\gamma x'$ is not primitive, i.e., $ux^\gamma x' = z^s$ for some primitive word $z$. Then we can output the values of $\gamma \geq 1$ for which $ux^\gamma x'$ is primitive in time proportional to their number.

As stated in the preliminaries, a word is primitive (respectively, non-primitive) if and only if all its conjugates are also primitive (respectively, non-primitive). Therefore, instead of looking for the values of $\gamma$ such that $ux^\gamma x'$ is not primitive, we look for the values of $\gamma$ such that $x^\gamma x' \varepsilon$ is not primitive.

Recall that $u = (v')^\sigma v''$, where $|v'| = \text{per}(v)$. Then we can also write $v = \sigma_u(v_1)^\sigma$ where $v_1$ is a primitive suffix of $v$ with $|v_1| = \text{per}(v)$, by just reading the period of $v$ from right to left. Therefore, we are interested in the values $\gamma \leq \alpha$ such that $x^\gamma x^\sigma v_2(v_1)^\sigma$ is not primitive.

First we check in constant time whether $x^\gamma x^\sigma v_2(v_1)^\sigma$ is primitive or not for $|t|/|x| \leq \gamma \leq 5$. This can be done in constant time, using the data structures we constructed. So, from now on we only look for $\gamma \geq \max\{|t|/|x|, 6\}$ such that $x^\gamma x^\sigma v_2(v_1)^\sigma$ is not primitive.

Accordingly, in the following we identify under which conditions the word $x^\gamma x^\sigma v_2(v_1)^\sigma$ can be written as $z^s$ with $z$ primitive.

Let us first assume that $x^\gamma x^\sigma v_2(v_1)^\sigma = z^s$ with $x \neq z \neq v_1$. If $s \geq 4$, then either $x^\gamma x'$ shares with $z^{s'}$ a prefix of length at least $|x| + |z|$ or $\sigma_u(v_2(v_1))^\sigma$ shares with $z^{s'}$ a suffix of length $|z| + |v_1|$. In any case,
we can apply Theorem 4.7 to get that one of $x$, $v_1$, or $z$ is not primitive, a contradiction. Therefore, $s \leq 3$. If $s = 3$, then $|z|/2 \geq \max\{|x|, |v_1|\}$, as both $\gamma$ and $\sigma$ are at least 6. If $|x'y'| \geq 3|z|/2$ then we can apply Theorem 4.7 to $x'y'$ and $z^4$, that share a prefix of length at least $3|z|/2 \geq |z| + |x|$, and get that $z$ is not primitive, a contradiction. If $|v_2(v_1)\sigma| \geq 3|z|/2$ then we can apply Theorem 4.7 to $v_2(v_1)\sigma$ and $z^3$, that share a suffix of length at least $3|z|/2 \geq |z| + |v_1|$, and get that $z$ is not primitive, again a contradiction. So $s \neq 3$. If $s = 2$ the analysis is finer.

If $|x'y'| \geq |z| + |x|$, we can apply again Theorem 4.7 to $x'y'$ and $z^2$ and get that $z$ is not primitive; similarly, if $|v_2(v_1)\sigma| \geq |z| + |v_1|$. So, in those cases we reach contradictions. Therefore, we can assume $|x'y'| \leq |z| + |x|$ and $|v_2(v_1)\sigma| \leq |z| + |v_1|$. Let us now assume that $|v_2(v_1)\sigma| \leq |x'y'|$ (the other case can be treated identically). Then, it follows that $z = x'y''$, where $y'$ is either $y$ or $y - 1$ and $x''$ is a prefix of $x$. Equivalently, $z = x''x''_c$, where $x_c$ is a conjugate of $x$. Also, $z$ has the suffix $v_2(v_1)\sigma$ (since $x'y'v_2(v_1)\sigma = z^2$ and we assume that $|v_2(v_1)\sigma| \leq |x'y'|$), and, moreover, we have on the one hand that $|v_2(v_1)\sigma| = 2|z| - |x'y'| \geq 2|z| - (|z| + |x|) = |z| - |x| \geq 4|z|$ and on the other hand that $|v_2(v_1)\sigma| \geq 6|v_1|$. Therefore, we can apply Theorem 4.7 to $z = x''x''_c$ and its suffix $v_2(v_1)\sigma$, and get that $x_c = v_1$ or either $x_c$ or $v_1$ would not be primitive (which would yield a contradiction). Because $(\sigma + 1)|v_1| \geq |v_2(v_1)\sigma| \geq |z| - |x| \geq (\gamma' - 1)|x|$ we get $\sigma + 1 \geq \gamma' - 1$. As $x''^{\sigma + 1} \geq |z| \geq |\sigma|v_1|$, we get that $\gamma' + 1 \geq \sigma$. That is, $\sigma + 2 \geq \gamma' \geq \sigma - 1$. This formula gives us four variants for $\gamma'$, and for each of them we have two respective variants for $\gamma$, such that $x'y'v_2(v_1)\sigma$ could be a square. We try in constant time each variant, and store the values of $\gamma$ for which $x'y'v_2(v_1)\sigma$ is indeed a square, thus not primitive.

We now consider the case $x'y'v_2(v_1)\sigma = z^3$ with $x = z$. It follows that $v_2(v_1)\sigma = z''z''$ with $x''z'' = x = z$. If $r \geq 2$ we can apply Theorem 4.7 and get that either $z = v_1$ or $z$ is not primitive (a contradiction). In the case $z = x = v_1$ it follows that $x'y'v_2(v_1)\sigma$ is not primitive if and only if $x'v_2 = x$ (which can be checked in constant time), and if this holds then $x'y'v_2(v_1)\sigma$ is not primitive for all $\gamma$. If $r = 1$ and $|z''| \geq |v_1|$, then we can still apply Theorem 4.7 to get that $z$ is not primitive, a contradiction. The only remaining case is $r = 1$ and $|z''| < |v_1|$. In this case, as we know $x$ and $x'$, so also $z''$, we can determine in $O(1)$ time, by LCP-queries, whether $\gamma' = z''x$. If yes, then, once again, $x'y'v_2(v_1)\sigma$ is not primitive for all $\gamma$.

The last case, $x'y'v_2(v_1)\sigma = z^r$ with $z = v_1$ is rather similar. This time, we get that $x'y' = z'^rz'$, with $z'v_2 = v_1 = z$. If $r \geq 2$ we once again get that $z = x$, and the analysis is done as above. If $r = 1$ and $|z'| \geq |x|$ we get that $z$ is not primitive, a contradiction. Finally (and a bit different to the above), if $r = 1$ and $|z'| < |x|$, then $x'y'$ must be equal to $v_1z''$ (whose length is known). Thus, as we know $|x|$ and $|x'|$, we get the value of $\gamma$. We check by an LCP query whether $x'y' = v_1z''$, and, if yes, we store that $x'y'v$ is not primitive.

By the explanations above, it follows that this analysis takes constant time. Once we completed, we output the values $\gamma$ for which $x'y'v$ (and, equivalently, $vxy'x'$) is primitive. (Case A.2) \(\diamond\)

**Case B:** $|\gamma'| \geq \frac{|v|}{6}$.

It remains to consider the case that the period of $\gamma$ is large, i.e., $|\gamma'| \geq \frac{|v|}{6}$. In this case, the number of occurrences of $v$ in $w$ is at most $\frac{bn}{|v|}$ which is $O\left(\frac{n}{|v|}\right)$. For each occurrence $v = w[i..i+|v|-1]$, we can first try naively all the factors $u = w[i+|v|..j]$ with $|u| \leq 4|v|$ and check whether $u = w[i-|u|..i-1]$ and $vu$ is primitive. In this way, we get all extensions $u$ with the property $|u| \leq 4|v|$. In order to compute the remaining extensions, we proceed similarly to case A.

More precisely, for an $i$ with $w[i..i+|v|-1] = v$, we analyse, for all integers $k$ with $\log(4|v|) \leq k \leq \lfloor \log(n) \rfloor$, all the possible candidates for extensions $u$ around $w[i..i+|v|-1]$ that satisfy $2^k \leq |u| \leq 2^{k+1}$ simultaneously. Just like before, let $t = w[j+1..j+2^k]$, where $j = i+|v|-1$. Clearly, $t$ is a prefix of the factor $u$ we look for. Using the DBF we retrieve the occurrences of $t$ in
If they are a constant number only, we can check each of them to see if it leads to a valid extension $uwu$ with $uw$ primitive. So let us assume that, in fact, they form an arithmetic progression with ratio $p$ and that $t$ is the prefix of length $p$ of $t$. Let $i_0$ be the position where the first $t$ in that progression occurs. Then $w[i_0..i-1] = x'x'y'$, where $x'$ is a prefix of $x$ with $|x'| < |x|$, and $x'x'$ is a word of period $p$ that cannot be further extended to the right without breaking the period, i.e., if $y' \neq \epsilon$, then $y'[1] \neq x'[|x'|+1]$. If $y' \neq \epsilon$, we follow the same analysis as in case A.1 above. So let us consider next the case $y' = \epsilon$.

Just like in case A.2 of the previous analysis, we want to identify the values $|t|/|x| \leq \gamma \leq \alpha$ such that $x'y'x'$ is primitive. Once again, we actually determine (in constant time) the values $\gamma$ such that $x'y'x'$ is not primitive and output the others. For $\gamma \leq 5$ we proceed just as in the case A.2 above: check whether each such $x'y'x'$ is primitive in constant time. If $\gamma \geq 6$, we try to see whether $x'y'x' = z^s$ for some word $z$ and exponent $s$. Now, as we only look for the case when $|u| \geq 4|v|$, we have that $x'y'$ should be at least as long as $4|v|$. Therefore, if $s \geq 4$, $x'y'$ has $z^2$ as a prefix. We can once again apply Theorem 4.7 and get that $x$ should be equal to $z$. Now, $x'y'x' = z^s$, with $s > 3$, if and only if $u = x''z^r$ for some $r$ and $x''x'' = x$. Clearly, if this holds, then we have that $x'y'x'$ is a power of $z$ for all values of $\gamma$. If $s = 3$, then $|z|/2 \geq |x|$ and $x'y'x'$ and $z^2$ have a common prefix of length at least $3|z|/2$. Like before, we could apply Theorem 4.7 and get a contradiction to the primtivity of $z$. Finally, if $s = 2$ we proceed as follows. If $x'y'$ would be longer than $|z| + |x|$ we could once more apply Theorem 4.7 and get the contradiction. So, we look for some $z$ which is longer than $x'y'x'$. This also means that $|v| + |x| > |z|$. So $|v| \geq |x|(\gamma - 2)$ and $|x|(\gamma + 1) \geq |v|$. We get that $|v|/|x| + 2 \geq \gamma \geq |v|/|x| - 1$. We now check for which such values of $\gamma$ is the word $x'y'x'$ indeed a primitively rooted square. In the end we determined all values of $\gamma$ for which $x'y'x'$ is not primitive, and we can output the others.

This analysis takes constant time, and the time needed to output all $\gamma$ such that $x'y'x'$ is primitive takes time proportional to their number. We repeat this for all $k$ with $\log(4|v|) \leq k \leq \lceil \log(n) \rceil$ and obtain all factors $uwu$ with $uw$ (and $vu$) primitive.

From the explanations above, it follows that the time needed to do this is upper bounded by the preprocessing time and the size of the output. So, our algorithm runs in $O(n \log n)$ time.

Observe now that when we construct for a word $w$ the sets $P_i$, as in Lemma 4.5, we can actually store in them the elements ordered according to their lengths (this is implemented at construction time). Accordingly, each $P_i$ is an array where $P_i[k]$, for some $k$ with $k \leq 2 \log n$, stores the length of the $k^{th}$ element of the ordered set $P_i$. Therefore, for the simplicity of the exposition, we will say that a suffix $t$ of $w[1..i]$ is in $P_i$ if, in fact, $|t| \in P_i$. Obviously, these two ways are equivalent, but our implementation of the sets $P_i$ is more efficient, as we just store in them numbers that can be represented in one memory word (lengths), instead of actual strings.

**Lemma 4.14.** If two occurrences of a primitively rooted square $t^2$, with $|t| = \ell$, end on positions $i$ and $j$ of some word, and $P_i[k] = \ell$, for some $k \leq |P_i|$, then $P_j[k] = \ell$.

**Proof.** A word $x^2$ with $x$ primitive and $|x| < \ell$ is a suffix of $w[1..i]$ if and only if it is a suffix of $w[i - \ell + 1..i]x^2$ if and only if it is a suffix of $w[1..j]$. □

In the following we show a result regarding the periodicity of instances of patterns.

**Lemma 4.15.** Let $t$ be a primitive word, let $\alpha \in (\Sigma \cup \{\epsilon\})^*$ be a one-variable pattern with $\alpha = \alpha'xvx$, where $v$ is a prefix of $t^\omega$, let $\ell = \lfloor \frac{|v|}{|t|} \rfloor$, and let $w \in \Sigma^*$ with $wv = t^{\ell+2}$. Moreover, for every $u \in \Sigma^*$, define the substitution $h_u : \{x\} \to \Sigma^*$ by $h(x) = u$. Then one of the following statements holds:

1. If $h_u(\alpha)$ is $|t|$-periodic then $h_{w^{t^{k}}}(\alpha)$ is $|t|$-periodic for every $k \geq 0$;

(2) if \( h_w(\alpha) \) is not \(|t|\)-periodic then, for every word \( u \) ending with \( t \), there exists at most one value \( k \geq 0 \) such that \( h_{w^k}(\alpha) \) is a suffix of \( u \).

Moreover, in the second case, the value \( k \) can be determined in \( O(m) \) time, provided that we have LCP data structures for \( wa \), where \( m \) is the number of one-variable blocks occurring in \( \alpha \).

Proof. For the rest of the proof, assume \( \alpha = v_p x v_{p-1} x \cdots v_1 x v_x \). Moreover, for every \( i, 1 \leq i \leq p \), let \( a_t = v_t x u_{t-1} x \cdots v_1 x v_x \) be the suffix of \( \alpha \) starting with \( v_t \) and let \( w_t = v_t w_{t-1} w \cdots v_1 w w \) be its image under \( h_w \), that is \( h_w = h_w(a_t) \); furthermore, let \( w_0 = v w \).

Case 1: \( h_w(\alpha) \) is \(|t|\)-periodic.

As \( v w = t^{l+2} \), we get that \( v = t^l t' \) and \( w = t''t \) where \( t''t'' = t \). We shall show by induction, for every \( i, 1 \leq i \leq p - 1 \), that \( w_i \) is a power of \( t \). As base of the induction, we note that, by assumption, \( w_0 \) is a power of \( t \). Now let \( i \geq 1 \) and let us assume that \( w_{i-1} \) is a power of \( t \). This means that \( w w_{i-1} = t^i t' \), for some \( s \geq 2 \). Now if \( w_i = v_i w_{i-1} \) is not a power of \( t \), then \( v_i \) does not have the form \( t^\ell t' \), for some \( j \), which implies that the suffix \( t \) of \( w \) would be contained inside a \( t^2 \) factor (induced by the periodicity), a contradiction to the primitivity of \( t \) by Theorem 4.8. Thus, \( w_i \) is a power of \( t \). In particular, this implies that, for all \( i \) with \( 1 \leq i \leq p - 1 \), \( v_i w \) is a power of \( t \) and \( v_p w \) is a suffix of \( t^lt''t''t \). Using this structural information on the words \( v_t \) and \( v \), we can clearly see that also \( h_{w^k}(\alpha) \) is \(|t|\)-periodic, for every \( k \geq 0 \). Hence, Point 1 of the lemma holds.

Case 2: \( h_w(\alpha) \) is not \(|t|\)-periodic.

Let \( u \) be some word ending in \( t \) with \( u_t \) being its longest suffix that is \(|t|\)-periodic. If \( h_w(\alpha) \) is not \(|t|\)-periodic, then there either exists \( d \) such that \( w_d \) is not \(|t|\)-periodic and \( w w_{d-1} \) is \(|t|\)-periodic (†) or there exists \( d \) such that \( w_d = |t|\)-periodic and \( w w_d = |t|\)-periodic (‡). If property (†) applies, then, by a similar argument as in the above case, \( h_{w^k}(\alpha_d) \) remains not \(|t|\)-periodic, while \( h_{w^k}(x \alpha_{d-1}) = |t|\)-periodic, for all \( k \geq 0 \). In other words, when assigning to \( x \) a factor \( t^i t' \), the period \(|t| \) of \( h_{w^k}(\alpha) \), read from right to left, breaks inside \( v_d \). Thus, there is only one possible candidate for \( k \) with the property that \( h_{w^k}(\alpha) \) is a suffix of \( u \), namely the greatest integer for which \( h_{w^k}(x \alpha_{d-1}) \) is at most as long as \( u_t \) and \( h_{w^k}(\alpha_d) \) is longer than \( u_t \). That is, the points where the periods \(|t| \) of \( h_{w^k}(\alpha) \) and \( u \) break must align. Analogously, if we have property (‡), then the period breaks this time inside a \( w \), and a similar analysis can be performed. The only possible candidate for \( k \) is now the greatest integer for which \( h_{w^k}(\alpha_d) \) is at most as long as \( u_t \) and \( h_{w^k}(x \alpha_{d-1}) \) is longer than \( u_t \). Consequently, Point 2 of the lemma holds.

In order to find \( k \) efficiently, we can first find \( t' \) such that \( v = v^l t' \) and check which is the smallest \( d \) such that \( v_d \) has not the form \( t^l t' \); note that if \( x^2 \) is a factor of \( \alpha \) then \( t' \) must be the empty word, so the factor \( v_d \) we look for will be exactly the rightmost \( v^l \)-factor which is not a power of \( t \). Generally, finding \( v_d \) can be done in \( O(m) \) time using LCP queries by just considering each of the \( v \)-factors and checking whether it starts with \( t \), has period \(|t| \), and \( |v_1| \) as \( \frac{|v|}{|t|} || |t| = |t'| \). Once we found this factor \( v_d \), we know exactly which is the \(|t|\)-periodic suffix of \( h_w(\alpha) \): it either starts inside \( v_d \) or in the \( w \) preceding it. In the first case, property (†) from above holds. In the second one, property (‡) holds. We can check in \( O(1) \) time in which case we are. More precisely, if \( v_d \) is \(|t|\)-periodic and is a suffix of \( t^l t' \) for some \( j \), then \( (‡) \) holds, otherwise \((†) \) holds. Let \( u_t \) be the suffix of \( u \) which is \(|t|\)-periodic. In the case when \((†) \) holds, we compute \( k \) such that \( h_{w^k}(\alpha_d) \) is at most as long as \( |u_t| \) and \( h_{w^k}(v_d \alpha_d) \) is longer than \( |u_t| \), and this is our candidate \( k \). In the case when \((‡) \) holds, we compute \( k \) such that \( h_{w^k}(v_d \alpha_d) \) is at most as long as \( |u_t| \) and \( h_{w^k}(\alpha_{d+1}) \) is longer than \( |u_t| \), and this is our candidate \( k \). These computations can be done in \( O(1) \) time, because they just require solving an inequality with the unknown \( k \); for instance, in the first case, we compute the maximum \( k \) such that

\[ h_{w^k}(v_d \alpha_d) = |t||d + 1| + |v_d|v_{d-1} \cdots v_1 v \geq |u_t| \geq |t||d + 1| + |v_{d-1} \cdots v_1 v| = |h_{w^k}(\alpha_d)|. \]

Once this \( k \) is found, we have determined exactly the suffix of \( u \) which is the image of \( x \), and as we

have LCP structures for $u\alpha$, we can check from right to left whether $h_{w^{k}}(a)$ really is a suffix of $u$, in $O(m)$ time. This concludes the proof of our lemma.

We are now ready to solve the matching problem for non-cross patterns. Notice that, as mentioned in Section 3, an $O(n^4)$ algorithm is presented in [39], which is automaton-based, but a dynamic programming algorithm, running in $O(mn^3)$ time for a word $w$ of length $n$ and a pattern of length $m$, is also straightforward. This can be achieved, e.g., by creating some data structures that allow us to compare factors of $w$ in constant time (e.g., LCP data structures) and then by simply filling in the following table (notice that for non-cross patterns, when reading the pattern from left to right, there is always one current variable):

$$T[i,j,k,\ell] = \begin{cases} 1 & \text{if } \alpha[1..i] \text{ matches } w[1..j] \text{ such that} \\
\text{the current variable is assigned } w[k..\ell], \\
0 & \text{else.} \end{cases}$$

Next, we are considerably improving on these simple algorithms.

**Theorem 4.16.** The matching problem for $\text{Pat}_{\text{nc}}$ is solvable in $O(mn \log n)$ time, where $w$ is the input word of length $n$ and $m$ is the number of one-variable blocks occurring in the pattern.

**Proof.** Let $\alpha \in \text{Pat}_{\text{nc}}$ with $\text{var}(\alpha) = \{x_1, x_2, \ldots, x_s\}$ be our pattern. We construct the LCP data structure for the word $w$ and the sets $P_i$ as in Lemma 4.5, as well as all the sets $R_{ij}^t$ for all positions $j$ of $w$ and $v$ a maximal factor of terminals of $\alpha$, as in Lemma 4.13. This preprocessing can be clearly implemented in $O(mn \log n)$.

Clearly, $\alpha$ can be factorised as $\alpha = w_0\Pi_{i=1,s}(\alpha_iw_i)$, where, for every $i$, $1 \leq i \leq s$, $\text{var}(\alpha_i) = \{x_i\}$, $\alpha_i$ starts and ends with $x_i$, and $w_i$ is a maximal terminal factor. For every $k$, $0 \leq k \leq s-1$, we set $\beta_k = w_0\Pi_{i=1,k}(\alpha_iw_i)$. Let $p_i$ denote the number of one-variable blocks from $\alpha_i$.

We use a dynamic programming approach to test whether $\alpha$ matches $w$. More precisely, for each $i$ with $1 \leq i \leq s$, we identify all $j$ with $1 \leq j \leq n$, such that $\beta_{i-1}\alpha_i$ matches $w[1..j]$.

The general idea is the following. Once we identified all ways to match $\beta_{i-2}\alpha_{i-1}$ to a factor $w[1..j']$, we check, in constant time for each such $j'$, whether $w_{i-1}$ matches a string $w[j'+1..j'']$. After this step we identified all $j''$ such that $\beta_{i-1}$ matches $w[1..j'']$. We then try to see, for all possible $j$, whether $\alpha_i$ matches a factor $w[j''+1..j]$ such that $\beta_{i-1}$ matches $w[1..j'']$.

With a non-trivial quadratic time preprocessing [28], one could check this matching in constant time. This would lead to a matching algorithm for non-cross patterns running in $O(n^2\log n)$ time. However, a faster strategy exists and we present it in the following.

Based on the combinatorial toolbox we developed, we can first find some basic assignments for the variable $x_i$ occurring in the pattern $\alpha_i$. Suppose that we want to check whether $\beta_{i-1}\alpha_i$ matches $w[1..j]$. Assume, for instance, that $\alpha_i$ ends with $x_i\cup x_j$, for some maximal factor of terminals $v$. Here, we see, in the first case, how $x_i$ can be assigned to be a suffix of $w[1..j]$ such that $v\cup x_i$ is mapped to a primitive word (so that $\beta_{i-1}\alpha_i$ is mapped to $w[1..j]$), and, in the second case, for each primitively rooted square $t^2$ ending on position $j$, how $x_i$ can be assigned to a suffix of $w[1..j]$ such that $v\cup x_i$ is mapped to a repetition of $t$ of minimum exponent and $\beta_{i-1}\alpha_i$ is mapped to $w[1..j]$. There are $O(\log n)$ possibilities to be tried in these two cases, for each $j$. Then, by a second dynamic programming, we try to increase the exponent of $t$ for some of the basic assignments of $v\cup x_i$, i.e., to extend the respective assignments of $v\cup x_i$, while still ensuring the match between $\beta_{i-1}\alpha_i$ and $w[1..j]$. In this way, we identify longer matches of $\alpha_i$ as suffix of $w[1..j]$ (while $\beta_{i-1}$ matches shorter prefixes of $w[1..j]$), for all $j$, in overall time $O(p_i n \log n)$.

Before we explain the details of the algorithm, we state two claims, which explain all the ways $\alpha_i$ may be mapped to a suffix of $w[1..j]$, and essentially prove the correctness of our dynamic
programming algorithm. The presentation is structured following a case distinction on the form of $\alpha_i$.

In the following, we assume that for some $i, 1 \leq i \leq s-1$, a substitution $h : \{x_1, x_2, \ldots, x_{i-1}\} \rightarrow \Sigma^*$ is already defined and $j, 1 \leq j \leq n$, is arbitrarily chosen. Moreover, by $h_j$ with $z \in \Sigma^*$, we denote the substitution $h$ extended by $h(x_i) = z$.

Claim 1. Assume that

$$\alpha_i = x_i.$$ 

Then, we can find a word $v_i \in \Sigma^*$ such that $w[1..j] = h_{v_i}(\beta_{i-1}\alpha_i)$ if and only if one of the following holds:

i) $w[1..j-1] = h(\beta_{i-1})$ in this case, we set $v_i = w[j]$.

ii) $w[1..j-1] = h(\beta_{i-1})v_j'$ and, in this case, we set $v_i = v'_j[w[j]]$, with $v'_j \in \Sigma^*$.

The claim follows immediately. Note that, in the cases described by this claim, as $w[1..j] = h(\beta_{i-1})v_i$ and $\alpha_i = x$, we get trivially that $w[1..j] = h_{v_i}(\beta_{i-1}\alpha_i)$.

Claim 2. Assume that $|\alpha_i|_{x_i} \geq 2$, i.e.,

$$\alpha_i = \alpha'_i x_i \alpha x_i', \text{ for some } v \in \Sigma^* \text{ and } \alpha'_i \in (\Sigma \cup \{x_i\})^*.$$ 

Then, we can find a word $v_i \in \Sigma^*$ such that $w[1..j] = h_{v_i}(\beta_{i-1}\alpha_i)$ if and only if one of the following holds, with $j'$ denoting $j - |h_{v_i}(\alpha_i)|$:

i) $v_i \in R_j^v$ (so $v_{w_i}$ is primitive), $w[1..j'] = h(\beta_{i-1})$, and $h_{v_i}(\alpha_i) = w[j' + 1..j]$.

ii) $v_{w_i} = t^{\ell+k}$ for some word $t \in P_j$, where $\ell = \left\lfloor \frac{|v|}{|t|} \right\rfloor$ and $k$ determined as follows:

a) $k = 1$, if $h_{\ell+1}(\alpha_i) \text{ is a suffix of } w[1..j], w[1..j'] = h(\beta_{i-1}), \text{ and } h_{v_i}(\alpha_i) = w[j' + 1..j]$.

b) if $h_{\ell+1}(\alpha_i) \text{ is } |t|\text{-periodic, then } k \text{ can be any integer greater than } 1 \text{ such that } w[1..j'] = h(\beta_{i-1}), w[j' + 1..j] \text{ is } |t|\text{-periodic, and } h_{v_i}(\alpha_i) = w[j' + 1..j]$.

c) if $h_{\ell+1}(\alpha_i) \text{ is not } |t|\text{-periodic, then } k \text{ is the only integer greater than } 1 \text{ such that } h_{v_i}(\alpha_i) \text{ is a suffix of } w[1..j], w[1..j'] = h(\beta_{i-1}), \text{ and } h_{v_i}(\alpha_i) = w[j' + 1..j]$.

The if-direction of the Claim is obvious. If, for some word $v_i$, we have $w[1..j] = h_{v_i}(\beta_{i-1}\alpha_i)$, then either $v_i \in R_j^v$, which implies that case i) holds, or $v_i \notin R_j^v$, which means that $v_{w_i} = t^{\ell+k}$ for some word $t \in P_j$ and case ii) applies. Moreover, if $k = 1$, then we are in case ii)(a), while for $k > 1$ Lemma 4.15 implies that either case ii)(b) or ii)(c) holds.

Now we describe our dynamic programming algorithm. Assume we identified the prefixes $w[1..j]$ of $w$ that can be the image of $w_0\Pi_{k=1,i-2}(\alpha_k w_k)\alpha_{i-1}$. Initially, only the prefix of length 0 of $w$ matches the prefix of length 0 of $\alpha$. Using the LCP data structures built for $w$, we can test in $O(1)$ time for each $j$, such that $w[1..j]$ of $w$ can be the image of $w_0\Pi_{k=1,i-2}(\alpha_k w_k)\alpha_{i-1}$, whether $w_i$ occurs on position $j + 1$. After this linear search, we get the prefixes $w[1..j]$ of $w$ that can be the image of $w_0\Pi_{k=1,i-1}(\alpha_k w_k)$. Next, we try to see which of these prefixes can be extended with a factor matching $\alpha_i$.

Following, our claims, we do a case analysis on the form of $\alpha_i$. Recall that each part of our analysis has two phases: in the first one we find some basic assignments for $x_i$, the variable occurring in $\alpha_i$, while in the second phase we try to extend these basic assignments to more complex ones. Also, we denote by $h_{v_i}(\alpha_i)$ the image of $\alpha_i$ under the substitution that replaces $x_i$ by $v_i$.

If $\alpha_i = x_i$ then in the first phase we conclude that $w[1..j]$ can be the image of $w_0\Pi_{k=1,i-1}(\alpha_k w_k)\alpha_i$ if $w[1..j-1]$ can be the image of $w_0\Pi_{k=1,i-1}(\alpha_k w_k)$. So, in this case, the basic assignments of $x_i$ consist in a single letter. This phase is based on Claim 1.i). In the second phase, we extend these assignments following Claim 1.ii). More precisely, for $j$ from 1 to $n$, we decide that $w[1..j]$ can be the image of $w_0\Pi_{k=1,i-1}(\alpha_k w_k)\alpha_i$ if $w[1..j-1]$ can be the image of $w_0\Pi_{k=1,i-1}(\alpha_k w_k)\alpha_i$. That is,
when matching \( w[1..j - 1] \) and \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \alpha_i \) we assigned some factor \( v'_j \) to \( x_i \), and now we append \( w[j] \) to \( v'_j \), and assign the value \( v_i = v'_j w[j] \) to \( x_i \), and obtain a matching between \( w[1..j] \) and \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \alpha_i \).

The analysis in the case above takes \( O(n) \) time for each \( a_i \) that consists in a single variable.

If \( a_i = \alpha'_x \alpha x \alpha \) we follow Claim 2. In the first phase, we note that \( w[1..j] \) can be the image of \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \alpha_i \) if there exists \( t \in R^j \) such that \( w[1..j - \lceil |h_1(a_i)| \rceil] \) can be the image of \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \) and \( h_t(a_i) \) is a suffix of \( w[1..j] \). This is one basic assignment that we will not try to extend. Similarly, and still in the first phase, we also look for assignments \( v_i \) of \( x_i \) that make \( vv_i \) a repetition. So, we consider \( t \in P_j \) with \( P_j[d] = t \), and analyse the case when \( vx \) is mapped to a repetition of \( t \). We further take \( \ell = \lceil |v|/|t| \rceil \) and we will have that \( v \) should be a prefix of \( t^{\ell + 1} \), as \( vx \) is assumed to be mapped to a power of \( t \). So, assume \( v \) is indeed a prefix of \( t^{\ell + 1} \), of length at least \( |v|/\ell \) and let \( v_i = v^{-1} t^{\ell + 1} \). For each \( j \), we can check in \( O(p_i) \) time as in the proof of Lemma 4.15, if \( h_{v_i}(a_i) \) is a suffix of \( w[1..j] \), and, if yes, whether \( w[1..j - \lceil |h_{v_i}(a_i)| \rceil] \) can be the image of \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \). If also the last check returns true, we obtained a matching between \( w[1..j] \) and \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \alpha_i \). Again, this gives us a basic assignment for \( x_i \) that we will not extend in the following. More important, we take \( v_i = v^{-1} t^{\ell + 2} \) and check, again in \( O(p_i) \) time as in Lemma 4.15, if \( h_{v_i}(a_i) \) is \( |t| \)-periodic. If not, we determine as in the respective lemma the unique value \( k' \) such that \( h_{v_i}(a_i) \) is a suffix of \( w[1..j] \), with \( v'_j = v^{-1} t^{\ell + k'} \), and if this \( k' \) exists we check whether \( w[1..j - \lceil |h_{v'_i}(a_i)| \rceil] \) can be the image of \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \); if the answer to this check is positive, we store this match. If \( h_{v_i}(a_i) \) is \( |t| \)-periodic, we check whether it is a suffix of \( w[1..j] \), for each \( j \), and, if yes, whether \( w[1..j - \lceil |h_{v_i}(a_i)| \rceil] \) can be the image of \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \). If also the last check returns true, we obtained a matching between \( w[1..j] \) and \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \alpha_i \) and store in a matrix that there exists a match between \( w[1..j] \) and \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \alpha_i \) with \( vv_i \) a power of \( P_j[d] = t \) (so, essentially, we store \( j, i, \) and \( d \)). This last assignment of \( x_i \), and the matching it defines, will be extended in the second phase. The checks needed to implement this matching take \( O(p_i \log n) \) time for each \( j \) from 1 to \( n \).

Now, we move to the second phase, where we try to extend some of the assignments determined in the first step. Assume we want to check, for \( j \) from 1 to \( n \), whether \( w[1..j] \) can be the image of \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \alpha_i \) with \( vx \) mapped to a power of some \( t \in P_j \), with \( P_j[d] = t \). Let \( e = \lceil |\alpha_i|/|x| \rceil \). We check whether we concluded (in the first phase, or in previous iterations of this phase) that \( w[1..j - e|t|] \) can be the image of \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \alpha_i \), such that \( vx \) is mapped to a power of \( P_j - e|t||d| \), whether the image of \( a_i \) under this substitution is \( |t| \)-periodic, and whether \( P_j[e|t||d|] = t \). If both checks are true, we conclude and store that \( w[1..j] \) can be the image of \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \alpha_i \) with \( vx \) mapped to a power of \( P_j[d] = t \) (again, we store \( j, i, \) and \( d \)). This follows Claim 2(iii). That is, when matching \( w[1..j - e|t|] \) and \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \alpha_i \) we assigned some factor \( v'_j = v^{-1} t^{\ell + k} \) to \( x_i \), and now we append \( t \) to \( v'_j \), and assign \( v_i = v'_j t \) to \( x_i \), and obtain a matching between \( w[1..j] \) and \( w_0 \Pi_{k=1,i-1}(\alpha_k w_k) \alpha_i \). The time complexity of the processing we do in this second phase is \( O(p_i \log n) \) for each \( j \) from 1 to \( n \).

The two claims we made show how one can decide as described above whether \( w[1..j] \) can be the image of \( \beta_i \), knowing the prefixes of \( w \) which are the image of \( \beta_{i-1} \). We do not describe this dynamic programming in detail (i.e., we do not give the code), as it is just a simple (yet, tedious) exercise.

We stress again that for an efficient implementation, one needs to construct the sets \( P_j \), for all \( j \) with \( 1 \leq j \leq n \), and \( R^w_{P_j,i} \), for all \( j \) with \( 1 \leq j \leq n \), and \( i \) such that \( a_i = x_{P_i}^{t_i} \Pi_{k=1,i-1}(w_k) \alpha_i \), as well as \( LCP \) data structures for \( w \alpha \). But all these preprocessing steps can be done in less than \( O(m n \log n) \) time.

Patterns with bounded scope coincidence degree

We now move on to the general case of patterns with bounded scope coincidence degree. The matching problem for \( \text{PAT}_{\text{scd} \leq k} \) can be still solved by a dynamic programming approach.

**Theorem 4.17.** The matching problem for \( \text{PAT}_{\text{scd} \leq k} \) is solvable in \( O\left(\frac{mn^{2k}}{(k-1)!} \right) \) time, where \( w \) is the input word of length \( n \) and \( m \) is the number of one-variable blocks occurring in the pattern.

**Proof.** Let \( \alpha = w_0\Pi_{i=1,m}(y_i^{k_i}w_i) \) (where the \( y_i \)'s are variables and the \( w_i \)'s are maximal terminal factors) be a pattern with \( \text{scd}(\alpha) \leq k \); we want to decide whether \( \alpha \) matches \( w \). Note that we do not necessarily have \( y_i \neq y_j \) for \( i \neq j \).

By definition, a variable \( y \) is called active at a position \( \ell \) of \( \alpha \) if \( y \) occurs both in \( \alpha[1..\ell] \) and in \( \alpha[\ell..|\alpha|] \) (if \( y \) occurs on position \( \ell \), then it is active at position \( \ell \), even if this is its only occurrence); in other words, a variable \( y \) is active on each position contained in its scope, and only on those positions.

For every \( j \) with \( 1 \leq j \leq m \), we denote \( \alpha_j = w_0\Pi_{i=1,j}(y_i^{k_i}w_i) \) and \( \ell_j = |\alpha_j| \). For all \( j \) with \( j \leq m \), we produce a list of the active variables at position \( \ell_j \); this takes \( O(|\alpha|m) \) time. We also build LCP-data structures for \( wa \). This allows us, for instance, to check whether a certain factor \( w_i \) occurs at a position \( \ell \) of \( w \) in \( O(1) \) time.

We define the \( n \times m \) matrix \( M[\cdot][\cdot] \) such that \( M[i][j] \) contains a representation of all the possible substitutions for the active variables at position \( \ell_j \) in substitutions mapping \( \alpha_j \) to \( w[1..i] \). We first explain how this representation is defined, and then show how this matrix is computed.

Firstly, let us note that if at most \( k-1 \) variables are active at position \( \ell_j \), then we store them by the starting and ending positions of their images, in the order of their occurrence in the pattern; in this way, the positions we store are also ordered, as the images of the variables also occur in the same order as the variables. Hence, we need to store a list of \( 2k-2 \) ordered indices less than \( i \); therefore, we may have to store in \( M[i][j] \) at most \( \binom{k-1}{2} \) different lists, each containing the indices corresponding to a substitution.

Secondly, if \( k \) variables are active at position \( \ell_j \), then one of the active variables is \( y_j \). Moreover, for the image of \( y_j \) we do not need to store the ending position. Once we know the starting position of the image of the block \( y_j^{k_j} \), say \( i' \), we can get its ending position by noting that the image of \( \alpha_j \) is \( w[1..i] \) and this image ends with the image of \( y_j^{k_j}w_j \). So, the image of \( y_j \) occurs between \( i' \) and \( i' + \frac{i-|w_j|-(i')+1}{k_j} - 1 \). Therefore, when exactly \( k \) variables are active at position \( \ell_j \) we only need to store \( 2k-1 \) indices: the starting and ending positions of the images of all the active variables except \( y_j \), in order of their occurrence, and the starting position of the image of \( y_j^{k_j} \). This means that \( M[i][j] \) stores at most \( \binom{k-1}{k} \) distinct lists of \( 2k-1 \) indices.

To summarise, when \( k \) variables are active at \( \ell_j \) we need to store \( 2k-1 \) indices in \( M[i][j] \), and, thus, there are \( \binom{k}{1} \binom{k-1}{k} \) possible lists that may be the actual list stored on this position of the matrix. When at most \( k-1 \) variables are active at \( \ell_j \), the lists stored in \( M[i][j] \) contain at most \( 2k-2 \) indices; so there exist at most \( \binom{k-1}{1} \) lists that may appear as \( M[i][j] \). This holds because an upper bound on the number of such lists is obtained by considering all the possibilities of choosing the
when there are exactly \( k \) active variables at position \( \ell_j \) in \( a \) or \( s = 2k - 1 \) when there are exactly \( k \) active variables at position \( \ell_j \) in \( a \). We just have to explain how \( M[i][j] \) is computed efficiently.

Firstly, \( M[i][1] \) is obtained in \( O(n^3) \) as follows. For each integer \( i \), we try all possibilities of choosing the image of \( y_i \) as a factor of \( w[i][w_0] + 1..i \). Each of them is saved in the corresponding \((i, 2)\) tree. The leaves and the root are marked accordingly.

Now, we move on to computing \( M[i][j] \), assuming that we already computed \( M[-][j-1] \). Basically, for an \( i' \) with \( i' \leq n \), looking at \( M[i'][j-1] \) we retrieve the substitution for the variables that are active at position \( \ell_{j-1} \). Now, if \( y_j \) is one of them, we just have to check whether the image of
\((y_j)^k w_j\) occurs at position \(i' + 1\) (which is done in constant time by LCP-queries). If yes, and there are \(k\) active variables, then the positions storing the image of the last variable in our lists may have changed; hence, we update the list in \(O(k)\) (that is, delete the starting and, unless \(y_j = y_{j-1}\), ending position that denoted the image of \(y_j\), and then append to the list the ending position of \(y_{j-1}\) as its starting position was already in the list – as well as \(i'\) as the starting position of \((y_j)^k w_j\), as explained before). If the list contained less than \(k\) variables, we just leave it as it is. In both cases, the new list is inserted in the tree \(M[i][j]\), where \(i\) is the ending position of the image of \((y_j)^k w_j\).

We just have to deal with the case when \(y_j\) was not one of the active variables. In this case, it is a new variable, that becomes active now. As a first step, we assume that the image of \(y_j\) is \(w[i' + 1]\) and save accordingly the images of the active variables in a tree \(C[i' + 1][j]\) (these trees are auxiliary, and are empty before \(M[i][j]\) are computed); basically, at this step we did not check if \(w_j\) can follow the image of \(y_j\), nor did we find all possible images for \(y_j\), but only those where \(y_j\) is mapped to a single letter. After we finish this process for all values of \(i'\), we continue. Now, for each index \(i'' < n\), considered in increasing order, if \(C[i''][j]\) is non-empty, then we insert all of its images into \(C[i'' + 1][j]\), just saving (if there are less than \(k\) active variables at position \(i'\)) a new ending position for \(y_j\) as \(i'' + 1\). In this phase, we just represent the cases where \(y_j\) is mapped to more than one letter. The process is simple: due to the order in which we consider the indices \(i''\), when computing \(C[i'' + 1][j]\) we will have in \(C[i''][j]\) all the possibilities of mapping \(y_j\) to a string that ends on position \(i''\); then we just extend them with a letter. As said, when we are done with this, \(C[i''][j]\) contains all ways of assigning values to the variables active at position \(i''\) such that \(\alpha_{j-1} y_j\) is mapped to \(w[1..i'']\). Then, for each \(i''\) with \(i'' \leq n\) and each list in \(C[i'][j]\) we check whether \(y_j^{k_j-1} w_j\) is a prefix of \(w[i''..n]\), and, if yes, insert the list in the tree \(M[i][j]\), where \(i\) is the ending position of \(y_j^{k_j-1} w_j\). The usage of the trees \(C[\cdot][j]\) is justified as they store first images for the variables \(y_1, y_2, \ldots, y_j\) that map only \(w_i \Pi_{i=1,j-1}(y_i^{k_i} w_i) y_j\) to prefixes of \(w\), then we look for alignments of \(w_i \Pi_{i=1,j-1}(y_i^{k_i} w_i) y_j^{k_j}\) with prefixes of \(w\), and finally we store in \(M\) the correct images of the variables that map \(\alpha\) to prefixes of \(w\).

The total time needed to construct the trees stored in the matrix \(M\) is clearly upper bounded by \(O(kmn(n)_{k-1}^n) = O(n^{m/n})\).

We conclude that \(\alpha\) matches \(w\) if and only if \(M[n][n]\) is not empty.
5 THE INJECTIVE VARIANT OF THE MATCHING PROBLEM

So far, we presented a series of upper bounds for the time needed to solve MATCH for various restricted classes of patterns. In this section, we take a closer look at inj-MATCH, i.e., the injective variant of the matching problem for patterns. In particular, we investigate the question whether our (efficient) algorithms for MATCH can be adapted to inj-MATCH. In this regard, we first note the following result:

Proposition 5.1. inj-MATCH can be solved in time $O\left(\frac{mn^{k-1}}{(k-1)!}\right)$, where $n$ is the length of the word, $m$ the length of the pattern and $k$ its number of distinct variables.

Proof. Our algorithm extends the ideas of [22]. We denote by $w$ our input word of length $n$ and by $\alpha$ the given pattern.

Let us assume that the variables occurring in $\alpha$ are $x_1, x_2, \ldots, x_k$ such that the first occurrence of the variable $x_i$ in $\alpha$ is to the left of the first occurrence of $x_j$, for every $1 \leq i < j \leq k$. Let $\alpha_i$ be the prefix of $\alpha$ ending with the first occurrence of $x_i$. In the first phase of our algorithm we will try all possible lengths for the images of $\alpha$. In particular, we investigate the question whether

\[ |\alpha_i| < |\alpha_{i+1}| \]

for all $1 \leq i \leq k-2$, we have $\left(\binom{n}{k-1}\right) \leq \frac{n^{k-1}}{(k-1)!}$ possible combinations for these lengths.

Let us now consider such a choice $(\ell_1, \ell_2, \ldots, \ell_{k-1})$, where $\ell_i$ is the length of the image of $\alpha_i$, for $1 \leq i \leq k-1$. It is immediate that we can compute from $\ell_1$ in $O(|\alpha_1|)$ the actual factor of $w$ to which $x_1$ is mapped. Then, knowing the image of $x_1$, we can compute from $\ell_2$ in $O(|\alpha_2|)$ the actual factor of $w$ to which $x_2$ is mapped, because $\alpha_2$ contains only the variables $x_1$ and $x_2$, and some constants. Generally, knowing the images of $x_1, x_2, \ldots, x_{i-1}$, we can compute from $\ell_i$ in $O(|\alpha_i|)$ the actual factor of $w$ to which $x_i$ is mapped, because $\alpha_i$ contains only the variables $x_1, x_2, \ldots, x_{i-1}$ occurring multiple time, one occurrence of $x_i$, and some constant factors. Finally, after knowing the images of $x_1, x_2, \ldots, x_{k-1}$ we get in $O(m)$ the image of $x_k$. The total time needed to compute these images is $O(m + \sum_{i=1,k-1} |\alpha_i|) = O(m)$.

In the second phase of our algorithm (the injectivity check), we consider separately two cases: $k \leq 3$ and $k > 3$. In the first case, we can check in $O(1)$ using LCP-data structures whether the images of the $k$ variables are distinct. In the second case, we can build before the first phase, in a preprocessing step, a data structure that associates to each factor $w[i..j]$ of $w$ the position $i'$ of its first occurrence in $w$ (which may be to the left of $i$). We also initialise an $n \times n$ matrix of $A[i'][\ell]$, initially with all elements $0$. Now, after executing the first phase of the computation, described above, for $i$ from 1 to $k$ we increment the position $A[s][\ell]$ of the matrix $A$, where $s$ is the first occurrence of the factor of $w$ to which $x_i$ is mapped, and $\ell$ is its length. This takes $O(m)$. The assignment of the variables is injective if and only if all the incremented positions have in the end value 1. After this, we set exactly those positions that were considered in this phase back to 0 (this takes $O(m)$ time, again).

Our algorithm is easily checked to be correct. In the case of $k \leq 3$ it runs in $O\left(\frac{mn^{k-1}}{(k-1)!}\right)$, while for $k > 3$ it runs in $O\left(\frac{mn^{k-1}}{(k-1)!} + n^2\right) = O\left(\frac{mn^{k-1}}{(k-1)!}\right)$, which concludes our proof. \(\square\)

The question arises whether it is possible to efficiently solve inj-MATCH for the restricted classes of patterns (i.e., regular and non-cross patterns as well as patterns with a bounded scope coincidence degree) for which efficient algorithms for MATCH exist. In this regard, we can prove the rather strong negative result that inj-MATCH is NP-complete for any class of patterns that contains the trivial class $\{x_1x_2 \ldots x_n \mid n \geq 1\}$ of patterns (note that this is the case for the above mentioned classes).

In the non-injective case, for a fixed pattern $\alpha = x_1x_2 \ldots x_n$, the set of words matching $\alpha$ has a trivial structure, since it is the set of all words of length at least $n$. For the injective variant, on
the other hand, this set contains exactly the words that have a unique factorisation with \( n \) factors; thus, solving the injective matching problem for such trivial patterns is equivalent to the following decision problem:

**Unique Factorisation (UF)**

**Instance:** A word \( w \) and an integer \( k \) with \( 1 \leq k \leq |w| \).

**Question:** Does there exist a unique factorisation of \( w \) with size of at least \( k \)?

The problem of computing unique factorisations (also called *equality-free* factorisations) has been investigated in the literature in different contexts. In Condon et al. [8, 9], the problem of computing unique factorisations with factors of bounded length has been investigated, which is motivated by self-assembly of DNA sequences, while the paper [38] provides a more general (and also parameterised) complexity analysis. The hardness of computing a unique factorisation with only palindromes as factors is shown by Banai et al. [4].

We shall now prove that the problem UF is in fact NP-complete, which directly yields the above mentioned hardness results for the matching problem. We establish the NP-hardness of UF by a reduction from the following well-known problem:

**3-Dimensional Matching (3D-Match)**

**Instance:** An integer \( \ell \geq 1 \) and a set \( S \subseteq \{(p, q, r) \mid 1 \leq p \leq \ell < q \leq 2\ell < r \leq 3\ell \} \).

**Question:** Does there exist \( S' \subseteq S \) with \( |S'| = \ell \) such that, for all \((p, q, r), (p', q', r') \in S', (p, q, r) \neq (p', q', r') \) implies \( p \neq p', q \neq q', r \neq r' \)?

An instance of 3D-MATCH is a set of triples, the three components of which carry values from \( \{1, 2, \ldots, \ell \}, \{\ell + 1, \ell + 2, \ldots, 2\ell \} \) and \( \{2\ell + 1, 2\ell + 2, \ldots, 3\ell \} \), respectively. A *solution* for \((S, \ell)\) is a selection of \( \ell \) triples such that no two of them coincide in any component. Hence, for every \( i \in \{1, 2, 3\} \), if we collect all the \( i \)-th components of the \( \ell \) triples of a solution, then we get exactly the set \((i - 1)\ell + 1, (i - 1)\ell + 2, \ldots, i\ell \). For the NP-completeness of 3D-MATCH see [20].

We define a mapping \( g \) from 3D-MATCH to UF. Let \((S, \ell)\) be an instance of 3D-MATCH, where \( \ell \geq 1 \) and \( S = \{s_1, s_2, \ldots, s_k\} \) with \( s_i = (p_i, q_i, r_i) \), for \( 1 \leq i \leq k \). The input word \( g(S, \ell) \) for UF shall be a word over the alphabet

\[
\Sigma = \{a, c_i, d_i, b_{i,j}, \%_{i,j}, l, \#_l, \#_0 \mid 1 \leq i \leq k, 1 \leq j \leq 4, 1 \leq l \leq 3\ell \},
\]

and is defined as follows. Let \( v = v_1 v_2 \cdots v_k \), where, for every integer \( i \) with \( 1 \leq i \leq k \),

\[
v_i = c_i p_i a b_{i,1} b_{i,2} q_i a b_{i,3} b_{i,4} r_i a d_i.
\]

Let \( \widehat{u} = 1 \#_1 \cdots \#_{3\ell-2} (3\ell-1) \#_{3\ell-1} (3\ell) \#_{3\ell} \) and \( \overline{u} = \overline{u}_1 \overline{u}_2 \cdots \overline{u}_k \), where, for every integer \( i \) with \( 1 \leq i \leq k \),

\[
\overline{u}_i = b_{i,1} \%_{i,1} b_{i,2} \%_{i,2} b_{i,3} \%_{i,3} b_{i,4} \%_{i,4}.
\]

Finally, \( u = a \#_i \widehat{u} \overline{u}, w = uc, \overline{\ell} = 7\ell + 6(k - \ell) + 1|u| \) and \( g(S, \ell) = (w, \overline{\ell}) \). This concludes the definition of the mapping \( g \). In the following, let \((S, \ell)\) be a fixed instance of 3D-MATCH and \((w, \overline{\ell}) = g(S, \ell)\).

We now explain the mapping \( g \) in an intuitive way. The actual information of the 3D-MATCH instance is exclusively encoded in the suffix \( v \) of \( w \), whereas the purpose of the prefix \( u \) is to enforce a certain structure of unique factorisations (note that \( u \) is just a list that contains each symbol from \( \Sigma \setminus \{c_i, d_i, \#_0 \mid 1 \leq i \leq k\} \) exactly once). Every \( l \) with \( 1 \leq l \leq 3\ell \), i.e., the elements of the triples, is used as an individual symbol; thus, every triple \( s_i = (p_i, q_i, r_i) \) of \( S \) can be represented by \( v_i = c_i p_i a b_{i,1} b_{i,2} q_i a b_{i,3} b_{i,4} r_i a d_i \), where the factors \( p_i a, q_i a \) and \( r_i a \) represent the single components. Each of the remaining symbols \( c_i, d_i, b_{i,j}, \) for \( 1 \leq j \leq 4 \), has exactly one occurrence in \( w \); thus, every factor that contains one of these will necessarily be distinct. Hence, the factors

$p_i a, q_i a$ and $r_i a$ are the only ones that may coincide in $v_i$ and some $v_j$, for $i \neq j$, and this is only the case if the triples $s_i$ and $s_j$ contain common elements.

We now define two special factorisations of the factors $v_i$, where $1 \leq i \leq k$. The factorisation $c_i p_i | a b_{i,1} | b_{i,2} q_i | a b_{i,3} | b_{i,4} r_i | a s_i$ is called safe and the factorisation $c_i p_i a | b_{i,1} b_{i,2} | q_i a | b_{i,3} b_{i,4} | r_i a | s_i$ is called unsafe. The safe factorisation contains only distinct factors, whereas the factors $p_i a, q_i a$ and $r_i a$ of the unsafe factorisation may also occur in the unsafe factorisation of some $v_j$, where $1 \leq j \leq k$ and $i \neq j$; thus, the situation that $s_i$ and $s_j$ have common elements translates into the situation that the unsafe factorisations of $v_i$ and $v_j$ have common factors.

If \{s_{t_1}, s_{t_2}, \ldots, s_{t_\ell}\} is a solution of $(S, \ell)$, then we can factorise all $v_{t_i}$, for $1 \leq i \leq \ell$, into the unsafe factorisation, all other $v_j$, where $j \notin \{t_1, t_2, \ldots, t_\ell\}$, into the safe factorisation, and the prefix $u$ into $|u|$ individual factors. This yields a factorisation of $w$ with $|u| + 7\ell + 6(k - \ell) = \tilde{\ell}$ factors and its uniqueness follows from the fact that \{s_{t_1}, s_{t_2}, \ldots, s_{t_\ell}\} is a solution of $(S, \ell)$ and that the symbols from $u$ do not occur as single factors in $v$.

Lemma 5.2. If $(S, \ell)$ has a solution, then there is a unique factorisation of $w$ of size at least $\tilde{\ell}$.

Proof. We assume that \{s_{t_1}, s_{t_2}, \ldots, s_{t_\ell}\} is a solution of $(S, \ell)$. We define a factorisation $f$ of $w$ in the following way. Every single symbol of $u$ is an $f$-factor and, for every integer $i$, with $1 \leq i \leq k$ and $i \in \{t_1, t_2, \ldots, t_\ell\}$, we factorise $v_i$ into the unsafe factorisation

$$c_i p_i a | b_{i,1} b_{i,2} | q_i a | b_{i,3} b_{i,4} | r_i a | a s_i,$$

and, for every integer $i$, with $1 \leq i \leq k$ and $i \notin \{t_1, t_2, \ldots, t_\ell\}$, we factorise $v_i$ into the safe factorisation

$$c_i p_i a | a b_{i,1} | b_{i,2} q_i | a b_{i,3} | b_{i,4} r_i | a s_i.$$

The factorisation $f$ has exactly $|u| + 7\ell + 6(k - \ell) = \tilde{\ell}$ factors and it only remains to show that it is unique.

In $u$, every symbol has exactly one occurrence, which means that if one of the factors $f(i)$, where $1 \leq i \leq |u|$, is repeated, then it must occur as a factor of $v$. However, the only $f$-factors of $v$ of length 1 are the factors $c_i$ and $s_i$, for every $i \in \{t_1, t_2, \ldots, t_\ell\}$, which do not occur in $u$. Hence, all $f$-factors of length 1 are distinct factors. Furthermore, the $f$-factors $b_{i,1} b_{i,2}$ and $b_{i,3} b_{i,4}$, for every $i \in \{t_1, t_2, \ldots, t_\ell\}$, as well as the $f$-factors $c_i p_i a, a b_{i,1}, b_{i,2} q_i, a b_{i,3}, b_{i,4} r_i$ and $a s_i$, for every $i \notin \{t_1, t_2, \ldots, t_\ell\}$, all contain a symbol from \{c_i, s_i, b_{i,1}, b_{i,2}, b_{i,3}, b_{i,4}\} and therefore are distinct factors. The only remaining $f$-factors are $p_i a, q_i a$ and $r_i a$, for every $i \in \{t_1, t_2, \ldots, t_\ell\}$. If there exists an integer $i \in \{t_1, t_2, \ldots, t_\ell\}$, such that $p_i a$ is a repeated $f$-factor, then there must exist an integer $i' \in \{t_1, t_2, \ldots, t_\ell\}$ with $i \neq i'$ and $p_i a = p_{i'} a$ (note that $p_i a = q_i a$ or $p_i a = r_i a$ is impossible, since $1 \leq p_i \leq \ell$, $1 \leq q_i \leq 2\ell$ and $2\ell + 1 \leq r_i \leq 3\ell$), which means $p_i = p_{i'}$. This implies that $s_i$ and $s_{i'}$ coincide in a component, which is a contradiction to the fact that \{s_{t_1}, s_{t_2}, \ldots, s_{t_\ell}\} is a solution of $(S, \ell)$. Hence, all $f$-factors $p_i a$, with $i \in \{t_1, t_2, \ldots, t_\ell\}$, are distinct factors and in exactly the same way we can show that all $f$-factors $q_i a$ and $r_i a$, where $1 \leq i \leq \ell$, are distinct factors, as well. Therefore the factorisation $f$ defined above is unique, which concludes the proof.

Proving the converse of Lemma 5.2 is more difficult and here the prefix $u$ of $w$ will be crucial. The idea is to first show that if there exists a unique factorisation of $w$ of size $\tilde{\ell}$, then there also exists one with at least the same size such that

(1) no factor overlaps\(^2\) the boundaries between $u$ and $v_i$, or between some $v_i$ and $v_{i+1}$, where $1 \leq i \leq k - 1$, and

\(^2\)A factor $f(i)$, where $1 \leq i \leq k$, overlaps positions $j$ and $j + 1$, where $1 \leq j \leq |u| - 1$, if both of these positions belong to the factor $f(i)$, i.e., $|f(1)f(2) \cdots f(i - 1)| < j < |f(1)f(2) \cdots f(i - 1)f(i)|$.  

(2) $u$ is split into $|u|$ factors.

Property (1) can be achieved by simply splitting the factors that may overlap the critical positions; this does only increase the number of factors and the uniqueness of the factorisations is guaranteed by the fact that the new factors must contain symbols with only one occurrence in $w$.

**Lemma 5.3.** If $w$ has a unique factorisation $f$ of size at least $\ell$, then, for some $\ell' \geq \ell$, there exists a unique factorisation $f'$ of $w$ of size at least $\ell'$, such that no $f'$-factor overlaps positions $|u|$ and $|u| + 1$ or positions $|uv_1v_2 \cdots v_i|$ and $|uv_1v_2 \cdots v_i| + 1$, where $1 \leq i \leq k - 1$.

**Proof.** Let $f$ be a unique factorisation of $w$. If, for some $p$, where $1 \leq p \leq \ell$, the factor $f(p)$ overlaps positions $|u|$ and $|u| + 1$, then $f(p) = p_1 \%_{k,4} \hat{c}_1 \pi_2$ for some (possibly empty) factors $p_1$ and $\pi_2$. We can now transform $f$ into a factorisation $f'$ by splitting the factor $f(p) = p_1 \%_{k,4} \hat{c}_1 \pi_2$ into the factors $p_1 \%_{k,4}$ and $\hat{c}_1 \pi_2$, respectively. Since the symbols $\%_{k,4}$ and $\hat{c}_1$ have only one occurrence in $w$, we can conclude that $f'$ is a unique factorisation of size $(\ell + 1)$. Since every $v_i$ starts with $\hat{c}_i$ and ends with $\$_i$, we can apply exactly the same construction in order to resolve all possible overlaps of positions $|uv_1v_2 \cdots v_i|$ and $|uv_1v_2 \cdots v_i| + 1$, for every $i$ such that $1 \leq i \leq k - 1$. These constructions do not decrease the number of factors; thus, the statement of the lemma follows. \(\square\)

Property (2) requires a more careful argument. If $u$ is not split into $|u|$ factors, then in $u$ there exists a factor $\pi$ of size at least 2. If we simply cut off the first symbol of $\pi$, then we can only increase the number of factors, but it may happen that one of the new factors is now repeated, destroying the uniqueness of the factorisation. However, it turns out that at most one of these two factors can be repeated, and if one of these factors is repeated, then it has size 1 and must have a second occurrence in $v$. We can then show that this repeated factor necessarily has a neighbouring factor in $v$ to which it can be joined without violating the distinctness of this factor.

**Lemma 5.4.** If $w$ has a unique factorisation $f$ of size at least $\ell$, then, for some $\ell'$ with $\ell' \geq \ell$, $w$ has a unique factorisation $f'$ of size at least $\ell'$, such that every single symbol of $u$ is an $f'$-factor.

**Proof.** First, by applying Lemma 5.3, we transform $f$ into a unique factorisation $f''$ of size $\ell$ that satisfies the properties stated in Lemma 5.3. If $f''$ splits $u$ into $|u|$ factors of size 1, then we are done. So we assume that this is not the case and we show how $f''$ can be transformed into a unique factorisation $f'$, such that every single symbol of $u$ is an $f'$-factor.

Since $f''$ does not split $u$ into $|u|$ factors (and since no $f''$-factor overlaps positions $|u|$ and $|u| + 1$), there exists an integer $p$, where $1 \leq p \leq |u| - 1$, such that $|f''(p)| \geq 2$ and $|f''(1)f''(2) \cdots f''(p)| \leq |u|$. We define $f'''(p) = x \pi$, where $x$ is a single symbol and $\pi$ is some non-empty factor. We shall first consider the case when $|\pi| \geq 2$ (i.e., $|f'''(p)| > 2$).

We modify $f''$ by splitting the factor $f''(p)$ into the two factors $x$ and $\pi$, which increases the number of total factors by 1. It is not possible that the factor $\pi$ is repeated (with respect to this modified factorisation), since $|\pi| \geq 2$ and every factor of $u$ of length at least 2 contains a symbol $\#_i$, for $0 \leq i \leq 3\ell + 1$, or $\%_{i,j}$, for $1 \leq i \leq k$ and $1 \leq j \leq 4$, which have only a single occurrence in $w$. It is possible, however, that the factor $x$ is repeated, i.e., there is an occurrence of $x$ in some $v_i$, for $1 \leq i \leq k$, which is an $f''$-factor (note that $x$ is not repeated in $u$). This particularly implies that $x \in \{a, p_1, q_1, r_1, b_{i,1}, b_{i,2}, b_{i,3}, b_{i,4}\}$. We note that, by the structure of $v_i$, there is a symbol $y \in \{b_{i,1}, b_{i,2}, b_{i,3}, b_{i,4}, \hat{c}_i, \$_i\}$, such that the factor $x$ is the left neighbour of an $f''$-factor $y\delta$ or the right neighbour of an $f''$-factor $\delta y$. Since these two cases can be dealt with analogously, we only consider the case that $x$ is the left neighbour of a factor $y\delta$. We now modify the factorisation by appending $x$ to the factor $y\delta$ and we claim that the new factor $xy\delta$ is unique (with respect to the modified factorisation). This is obvious if $y \in \{\hat{c}_i, \$_i\}$, since these symbols have only one
We assume that \( f \) factors. As explained above, this implies that \( xy\delta \) is repeated, then it is repeated only in \( u \). This is a contradiction, since \( |xy\delta| \geq 2 \) and every factor of \( u \) of size at least 2 contains a symbol \( #_i \), for \( 0 \leq i \leq 3\ell + 1 \), or \( #_{i,j} \), for \( 1 \leq i \leq k \) and \( 1 \leq j \leq 4 \). Consequently, \( xy\delta \) is a distinct factor and the modified factorisation has exactly the same number of factors as \( f'' \).

Next, we consider the case when \( |\pi| = 1 \) (i.e., \( |f''(p)| = 2 \)). Again, we split the factor \( f''(p) \) into two factors \( x \) and \( \pi \), which increases the number of total factors by 1. Furthermore, since either \( x \) or \( \pi \) is a symbol \( #_i \), for \( 0 \leq i \leq 3\ell + 1 \), or \( #_{i,j} \), for \( 1 \leq i \leq k \) and \( 1 \leq j \leq 4 \), we can conclude that at most one of the two factors \( x \) and \( \pi \) can be repeated. Hence, we can join this repeated factor with a neighbour as before, which results again in a unique factorisation with the same number of factors.

By repeating the construction described above, we can change the factorisation \( f'' \) into the unique factorisation \( f' \) of size \( \hat{\ell}' \) with \( \hat{\ell}' \geq \hat{\ell} \geq \hat{\ell} \), such that every single symbol of \( u \) is an \( f' \)-factor. \( \square \)

Now the structure of the factorisation ensured by Lemmas 5.3 and 5.4 allows us to argue that the only factors of size 1 in \( v \) are of the form \( c_j \) or \( s_j \), since otherwise they would be repeated in \( u \). Consequently, every \( v_i \) is split in at most 7 factors and if so, the factorisation of \( v_i \) must be the unsafe factorisation. In order to get at least \( \hat{\ell} \) factors, at least \( \ell \) of the \( v_i \) must be factorised into the unsafe factorisation, which corresponds to a solution of the 3D-Match instance.

**Lemma 5.5.** If there exists a unique factorisation of \( w \) of size at least \( \hat{\ell} \), then \((S, \ell) \) has a solution.

**Proof.** Let \( f \) be a unique factorisation of \( w \) of size \( \hat{\ell} \). By Lemmas 5.3 and 5.4, there exists a unique factorisation \( f' \) of \( w \) of size \( \hat{\ell}' \), for some \( \hat{\ell}' \geq \hat{\ell} \), such that no \( f'' \)-factor overlaps positions \( |u| \) and \( |u| + 1 \), or positions \( |uv_1v_2 \cdots v_i| \) and \( |uv_1v_2 \cdots v_i| + 1 \), where \( 1 \leq i \leq k - 1 \), and every single symbol of \( u \) is an \( f' \)-factor.

If a single symbol \( x \) of some \( v_i \), where \( 1 \leq i \leq k \), is an \( f' \)-factor, then \( x \in \{c_j, s_j\} \). This is due to the fact that if \( x \notin \{c_j, s_j\} \), then \( x \) has an occurrence in \( u \) and since every single symbol of \( u \) is an \( f' \)-factor, this means that \( x \) is a repeated \( f' \)-factor. This directly implies that, for every \( i \) with \( 1 \leq i \leq k \), it is not possible that \( f' \) splits \( v_i \) in more than 7 factors and, furthermore, if \( f' \) splits \( v_i \) in 7 factors, then this is done in the following way:

\[
\begin{align*}
&\overset{c_j}{\scriptstyle l_1} \overset{p_{i_1}a}{\scriptstyle b_{l_1}b_{l_2}} \overset{b_{l_2}b_{l_3}}{\scriptstyle b_{l_3}b_{l_4}} \overset{\ell}{\scriptstyle r_{i_1}a} \overset{\ell}{\scriptstyle r_{i_2}a} \overset{\ell}{\scriptstyle r_{i_3}a} \overset{\ell}{\scriptstyle r_{i_4}a} \overset{\ell}{\scriptstyle r_{i_5}a} \overset{\ell}{\scriptstyle r_{i_6}a} \overset{\ell}{\scriptstyle r_{i_7}a} \\
\end{align*}
\]

We assume that \( f' \) splits exactly \( m \) of the \( v_i \), where \( 1 \leq i \leq k \), into 7 factors and the remaining \( k-m \) of the \( v_i \), where \( 1 \leq i \leq k \), into 6 or less factors. Hence, \( f' \) splits \( w \) into at most \( |u| + 7m + 6(k-m) \) factors. If \( m < \ell \), then

\[
|u| + 7m + 6(k-m) < |u| + 7\ell + 6(k-\ell) = \hat{\ell},
\]

which is a contradiction, since \( f' \) is a factorisation of size \( \hat{\ell}' \) and \( \hat{\ell}' \geq \hat{\ell} \). Thus, \( \ell \leq m \). Now let \( t_1, t_2, \ldots, t_m \) with \( 1 \leq t_i \leq k \) for \( 1 \leq i \leq m \), be such that \( f' \) splits every \( v_{t_i} \) with \( 1 \leq i \leq m \) in 7 factors. As explained above, this implies that \( p_{t_i}a, q_{t_i}a \) and \( r_{t_i}a \) are \( f' \)-factors, for every \( i \) with \( 1 \leq i \leq m \). Consequently, for every \( i \) and \( j \), where \( 1 \leq i < j \leq m \), we have \( p_{t_i}a \neq p_{t_j}a, q_{t_i}a \neq q_{t_j}a \) and \( r_{t_i}a \neq r_{t_j}a \), which means that \( (s_{t_1}, s_{t_2}, \ldots, s_{t_m}) \) is a solution for \((S, \ell) \). \( \square \)

In order to conclude the NP-completeness of UF, it only remains to observe that the problem is clearly in NP (we can check the uniqueness of a guessed factorisation in polynomial time) and that the reduction defined above can be carried out in polynomial-time.

**Theorem 5.6.** UF is NP-complete.
Since a word \( w \) matches the pattern \( x_1x_2 \ldots x_n \) if and only if \( w \) has a unique factorisation of size exactly \( n \), but \( (w, n) \in U \) if and only if \( w \) has a unique factorisation of size at least \( n \), it is important to note that if a word has a unique factorisation of size \( k \), then it also has a unique factorisation of size \( k' \), for all \( k' \) with \( 1 \leq k' \leq k \). This is due to the fact that the uniqueness of a factorisation is preserved if we join a longest factor with one of its neighbours. Together with Theorem 5.6, this implies the following negative result with respect to the injective variant of the matching problem for patterns.

**Corollary 5.7.** \( \text{inj-MATCH} \) is NP-complete for \( \text{PAT}_{\text{reg}}, \text{PAT}_{\text{uc}}, \text{PAT}_{\text{var} \leq k}, \) and \( \text{PAT}_{\text{scd} \leq k}, \) for every \( k \) with \( k \geq 1 \).

A downside of our reduction to prove Theorem 5.6 is that it requires an unbounded alphabet and it is open whether UF is NP-complete for fixed alphabets.\(^3\) Consequently, it is not implied that the injective matching problem for the classes of patterns mentioned in Corollary 5.7 is still NP-complete if the alphabet is fixed. However, for fixed alphabets of size 5, we can at least show that the injective matching problem remains NP-complete for the class of non-cross patterns and hence for patterns with a bounded scope coincidence degree.

To this end, we again devise a reduction \( g \) from 3D-MATCH, but now directly to inj-MATCH. In order to define \( g \), let \((S, \ell)\) be an instance of 3D-MATCH, where \( \ell \geq 1 \) and \( S = \{ s_1, s_2, \ldots, s_k \} \) with \( s_i = (p_i, q_i, r_i) \), for \( 1 \leq i \leq k \). Next, we define a word \( w \) over the alphabet \( \Sigma = \{ a, b, \$, $c, # \} \) and a pattern \( \alpha \) which uses the variables \( x_{i,j} \), for \( 1 \leq i \leq \ell \) and \( 1 \leq j \leq 3 \), and \( y_i, z_j \), for \( 1 \leq i \leq \ell + 1 \) and \( 1 \leq j \leq 2\ell + 2 \). We first define the factors
\[
\begin{align*}
\beta_i &= x_{i,1}^2 x_{i,2}^2 x_{i,3}^2, & 1 \leq i \leq \ell, \\
u_i &= (a^b^i b^2)(a^q_i b^2)(a^r_i b^2), & 1 \leq i \leq k, \\
\tilde{\pi}_i &= (\#c^1 \#c^2 \# \cdots \#c^m)^m, & 1 \leq i \leq 2k + 2,
\end{align*}
\]
where \( m = \max\{2k + 1, 3\ell \} + 1 \). Then, in order to form \( \alpha \) and \( w \), these factors are combined in the following way:
\[
\begin{align*}
\alpha &= z_1^m y_1 z_2^m \beta_1 z_3^m y_2 z_4^m \beta_2 z_5^m y_3 z_6^m \beta_3 \cdots \beta_{\ell} z_{2\ell + 1}^m y_{\ell + 1} z_{2\ell + 2}^m, \\
w &= \tilde{\pi}_1 \$ \tilde{\pi}_2 u_1 \tilde{\pi}_3 \$ \tilde{\pi}_4 u_2 \tilde{\pi}_5 \$ \tilde{\pi}_6 u_3 \cdots \tilde{\pi}_k \tilde{\pi}_{k+1} \$^{2k+1} \tilde{\pi}_{2k+2}.
\end{align*}
\]
Finally, we set \( g(S, \ell) = (\alpha, w) \) and, in the following, let \((S, \ell)\) be a fixed instance of 3D-MATCH and \((\alpha, w) = g(S, \ell)\).

Let us give an intuitive explanation of this reduction. The triples \((p_i, q_i, r_i)\) of \( S \) are encoded as strings \( u_i = (a^p_i b^2)(a^q_i b^2)(a^r_i b^2) \), i.e., the integer components are now encoded in unary and every component is represented as a square. Since the factors \( \beta_i \) of \( \alpha \) are necessarily mapped to factors of \( w \) that are three consecutive squares, any substitution mapping \( \alpha \) to \( w \) maps every \( \beta_i \) to some \( u_j \); thus, selecting \( \ell \) many of the \( u_j \) (the single occurrence variables \( y_i \) make sure that any \( u_j \) can be selected). If the substitution is injective, then the selected \( u_j \) must correspond to a solution for the 3D-MATCH instance and the factors \( \tilde{\pi}_i \) and \$\$\$\$\$ ensure that if the 3D-MATCH instance has a solution, then also a substitution can select the corresponding \( u_j \) from \( w \) in an injective way.

We now first prove that any substitution mapping \( \alpha \) to \( w \) can be interpreted as selecting \( \ell \) many of the factors \( u_j \).

**Lemma 5.8.** If \( h(\alpha) = w \) for some substitution \( h \), then there exist \( t_1, t_2, \ldots, t_\ell \) with \( 1 \leq t_1 < t_2 < \ldots < t_\ell \leq k \), such that, for every \( i \) with \( 1 \leq i \leq \ell \), \( h(\beta_i) = u_{t_i} \).

\(^3\)As shown in [9], the variant where we require the factorisation to have short factors instead of a large size is NP-complete also for fixed alphabets.
Proof. We assume that $h(\alpha) = w$, where $h$ is a substitution. Let $j$, where $1 \leq j \leq \ell$, be arbitrarily chosen. We recall that $m = \max\{2k + 1, 3\ell \} + 1$, which implies that the only factors of the form $\nu^m$ in $w$ are exactly the factors $\overline{\nu}_i$, where $1 \leq i \leq 2k + 2$. Hence, $h(z^m_{2j}) = \overline{\nu}_r$ and $h(z^m_{2j+1}) = \overline{\nu}_r'$, for some $r$ and $r'$ with $1 \leq r < r' < 2k + 2$. This implies that

$$h(z_{2j}^m) \beta_j z_{2j+1}^m = \overline{\nu}_r \pi \overline{\nu}_{(r+1)} \pi_{(r+1)} \overline{\nu}_{(r+2)} \cdots \overline{\nu}_{(r'-1)} \pi_{(r'-1)} \overline{\nu}_{r'}$$

where, for every $i$ with $r \leq i \leq r' - 1$, the factor $\pi_i$ is either $u_2$ or $\$$. Furthermore, since $\beta_j = x^2_{j,1}x^2_{j,2}x^2_{j,3}$, we have that $h(\beta_j)$ is the concatenation of 3 squares, i.e.,

$$h(\beta_j) = \pi_r \overline{\nu}_{(r+1)} \pi_{(r+1)} \overline{\nu}_{(r+2)} \cdots \overline{\nu}_{(r'-1)} \pi_{(r'-1)} \overline{\nu}_{r'} = v_1v_2v_3v_4.$$  

We first consider the case where $r + 1 < r'$. Since the factors $\overline{\nu}_i$, for every $i$ with $r + 1 \leq i \leq r' - 1$, are not repeated in $w$, we can conclude that these factors cannot be completely contained in one of the roots $v_1$, $v_2$ or $v_3$. We now assume that $\pi_r = \$$. Since $\pi_r$ is not of even length, we can conclude that there is an integer $i$ with $1 \leq i \leq 3$ such that $v_1$ starts in $\pi_r$, but does not end in $\pi_r$, i.e., it overlaps the boundary between the factors $\pi_r$ and $\overline{\nu}_{(r+1)}$. Furthermore, as explained above, $\overline{\nu}_{(r+1)}$ cannot be contained in $v_1$; thus, $v_1 = v_1'v_1''$, where $v_1'$ is a suffix of $\pi_r$ and $v_1''$ is a prefix of $\overline{\nu}_{(r+1)}$. This implies that in $h(\beta_j)$ there occurs a factor $v_1'v_1''v_1'\overline{\nu}_{(r+2)}$ with $v_1' \in \{\$\}^+$ and $v_1'' \in \{\#, \$\}^*$, which is a contradiction, since such a factor does not occur in $w$. If, on the other hand, $\pi_r = u_2$, then it follows from the fact that $u_2$ is neither a square nor the concatenation of two squares, that there must exist an integer $i$ with $1 \leq i \leq 3$ such that $v_1$ overlaps the boundary between the factors $\pi_r$ and $\overline{\nu}_{(r+1)}$, which implies that in $h(\beta_j)$ there occurs a factor $v_1'v_1''v_1'\overline{\nu}_{(r+2)}$ with $v_1' \in \{\#, \$\}^*$, which again is a contradiction.

Consequently, $r + 1 = r'$, which implies that $h(\beta_j) = \pi_r$ and since $[\$]$ is odd and $|h(\beta_j)|$ is even, we can conclude that $\pi_r = u_2$. Hence, there must exist $t_1, t_2, \ldots, t_r$ with $1 \leq t_1 < t_2 < \ldots < t_r \leq k$, such that, for every integer $i$ with $1 \leq i \leq \ell$, $h(\beta_i) = u_{t_i}$, which concludes the proof.

We are now ready to prove that $g$ is a reduction from 3D-MATCH to the injective matching problem for non-cross patterns.

Lemma 5.9. Let $(S, \ell)$ be an instance of 3D-MATCH and let $(\alpha, w) = g(S, \ell)$. Then $(S, \ell)$ has a solution if and only if there exists an injective substitution $h$ with $h(\alpha) = w$.

Proof. In this proof, we shall use the following notation. For any substitution $h$, any pattern $\alpha$ and any set $V$ of variables that occur in $\alpha$, we say that $h$ is injective with respect to $V$ if, for every $x, y \in V, x \neq y$ implies $h(x) \neq h(y)$. Obviously, $h$ is injective if and only if it is injective with respect to the set of all variables that occur in $\alpha$.

We start with the only if direction and assume that $\{s_{t_1}, s_{t_2}, \ldots, s_{t_r}\}$ is a solution for $(S, \ell)$. We define an injective substitution $h$ in the following way. For every $i$ with $1 \leq i \leq \ell$, we define $h(x_{i,1}) = a_{\pi_i}b, h(x_{i,2}) = a_{\pi_i}b$ and $h(x_{i,3}) = a_{\pi_i}b$. Thus, for every $i$ with $1 \leq i \leq \ell$, $h(\beta_i) = u_{t_i}$ and, since $\{s_{t_1}, s_{t_2}, \ldots, s_{t_r}\}$ is a solution, $h$ is injective with respect to $\{x_{i,j} \mid 1 \leq i \leq \ell, 1 \leq j \leq 3\}$. We extend $h$ in such a way that $h(z_1) = #c_1^1#$, $h(z_{2t+1}^m) = #c_1^1c_2^2# \cdots #c_2^{2k+2}$ and, for every $i$ with $1 \leq i \leq \ell + 1$, we have $h(z_i^m) = #c_1^1c_2^2# \cdots #c_2^{2i-2}$ and $h(z_{2t+i}^m) = #c_1^1c_2^2# \cdots #c_2^{2i-1}$. This particularly implies that $h(z_1^m) = \overline{\nu}_1$, $h(z_{2t+2}^m) = \overline{\nu}_{2k+2}$ and, for every $i$ with $1 \leq i \leq \ell + 1$, we have $h(z_{2t}^m) = \overline{\nu}_{2t_i}$ and $h(z_{2t+1}^m) = \overline{\nu}_{2t_i+1}$. Furthermore, since the words $#c_1^1c_2^2# \cdots #c_1^1$, $1 \leq i \leq 2k + 2$, are pairwise different, $h$ is injective with respect to $\{z_i \mid 1 \leq i \leq 2\ell + 2\}$. Finally, we extend $h$ in such a way that the single occurrence variables $y_i$, for $1 \leq i \leq \ell + 1$, are mapped to the parts
between the \( h(z_{2t_1}^n, \beta_i) = \bar{\pi}_{2t_1} u_{t_1} \bar{\pi}_{2t_1+1} \) factors, i.e.,
\[
h(y_i) = \{^1 \#_2 u_t \bar{\pi}_3 \cdots \bar{\pi}_{2(t_1-1)} u_{t_1-1} \bar{\pi}_{2t_1-1} s_{2t_1-1},
\]
\[
h(y_{t_1+1}) = \{^2_{t_1+1} \bar{\pi}_{2(t_1+1)} u_{t_1+1} \bar{\pi}_{2t_1+3} \cdots \bar{\pi}_{2k} u_k \bar{\pi}_{2k+1} s_{2k+1},
\]
and, for every \( i \) with \( 2 \leq i \leq \ell \),
\[
h(y_i) = \{^2_{2t_1+2} u_{t_1+1} \bar{\pi}_{2t_1+3} \cdots u_{t_1+1} \bar{\pi}_{2(t_1+1)-1} s_{2(t_1+1)-1} \}.
\]
Since all of these words \( h(y_i) \), for \( 1 \leq i \leq \ell + 1 \), contain at least one of the factors \( s_{2j-1} \), where \( 1 \leq j \leq k+1 \), we can conclude that they are pairwise different and, thus, \( h \) is injective with respect to \( \{y_i \mid 1 \leq i \leq \ell + 1 \} \). Moreover, \( h(\alpha) = w \) holds and, since all variables \( x_{i,j} \), with \( 1 \leq i \leq \ell \) and \( 1 \leq j \leq 3 \), are mapped to words over \( \{a, b\} \), all variables \( z_i \), with \( 1 \leq i \leq 2\ell + 2 \), are mapped to words over \( \{\# , c\} \) and all variables \( y_i \), with \( 1 \leq i \leq \ell + 1 \), are mapped to words that contain at least one occurrence of \( s \), we can conclude that \( h \) is injective with respect to all variables that occur in \( \alpha \). This concludes the proof of the only if direction.

In order to prove the if direction, we assume that \( h(\alpha) = w \) for some injective substitution \( h \). By Lemma 5.8, we can conclude that there exist \( t_1, t_2, \ldots, t_\ell \) with \( 1 \leq t_1 < t_2 < \ldots < t_\ell \leq k \), such that, for every \( i \) with \( 1 \leq i \leq \ell \), \( h(\beta_i) = u_{t_i} \). This directly implies that, for every \( i \) with \( 1 \leq i \leq \ell \), we get \( h(x_{i,1}) = a^{p_{t_i}} b \), \( h(x_{i,2}) = a^{q_{t_i}} b \) and \( h(x_{i,3}) = a^{r_{t_i}} b \). From the fact that \( h \) is injective, we can now easily conclude that \( \{s_{t_1}, s_{t_2}, \ldots, s_{t_\ell}\} \) is a solution for \((S, \ell)\). More precisely, if, for some \( i \) and \( i' \) with \( 1 \leq i < i' \leq \ell \), we have \( p_{t_i} = p_{t_{i'}} \), \( q_{t_i} = q_{t_{i'}} \) or \( r_{t_i} = r_{t_{i'}} \), then this implies \( h(x_{i,1}) = h(x_{i',1}) \), \( h(x_{i,2}) = h(x_{i',2}) \) or \( h(x_{i,3}) = h(x_{i',3}) \), respectively, which contradicts the injectivity of \( h \).

Since the mapping \( g \) can be computed in polynomial time, we conclude the following.

**Theorem 5.10.** \( \text{inj-Match} \) is NP-complete for \( \text{Pat}_{nc} \) and \( \text{Pat}_{scd} \leq k \), for every \( k \) with \( k \geq 1 \), even for a constant alphabet of size at least 5.

6 CONCLUSIONS AND OPEN PROBLEMS

For some of the classes of patterns with variables for which it is known that the matching problem can be solved in polynomial-time, we have presented efficient algorithms. The algorithms for patterns with a bounded number of repeated variables and for patterns with a bounded scope coincidence degree have an exponential dependency on these parameters, which, suggested by the \( W[1]-\)hardness of the respective parameterised problems, can probably not be avoided. However, for rather small bounds on the parameters, i.e., for patterns with only one repeated variable and patterns with a scope coincidence degree of one (i.e., non-cross patterns), our algorithms achieve rather efficient running-times and require novel and sophisticated word combinatorial insights. As mentioned in the introduction, these algorithms can also be used in order to efficiently compute descriptive patterns of finite sets of words.

This algorithmic part is complemented by showing that it is very unlikely that comparatively efficient algorithms (or any polynomial-time algorithms) exist for the injective variant of the matching problem, where different variables must be replaced by different strings. More precisely, the injective variant of the matching problem is NP-complete even for regular patterns (and, as an immediate consequence, also for patterns with a bounded number of repeated variables or a bounded scope coincidence degree (including non-cross patterns)). However, as a caveat, we stress that we were only able to show this result with respect to unbounded alphabets. For the case of constant alphabets (of size at least 5), we obtained the slightly weaker result that the injective variant of the matching problem is NP-complete even for non-cross patterns (so also for patterns with a bounded scope coincidence degree). It is an open problem whether the injective variant of
the matching problem for regular patterns (or some other class of patterns with a bounded number of repeated variables) can be efficiently solved for fixed alphabets.

As further research, it might be worthwhile to find efficient algorithms for other classes of patterns for which polynomial-time matching is generally possible (note that the meta-theorem of [36] is a powerful tool for identifying such pattern classes). Another extension of our results is the erasing matching problem, where variables can also be substituted by the empty word. On the one hand, our efficient algorithms can be extended canonically to the erasing matching problem as well, without any change in the complexity. On the other hand, it is unclear whether also in the erasing case the requirement for injectivity\footnote{Injectivity means, in the erasing case, that only variables that are not erased must be substituted by different strings.} makes the matching problem harder (in the sense demonstrated in Section 5). More precisely, the erasing matching problem can also be solved in polynomial-time for regular patterns, non-cross patterns etc., but Theorem 5.6 does not imply that requiring injectivity makes the matching problem hard; in fact, while computing a unique factorisation of size at least $n$ for a word $w$ is equivalent to solving the injective matching problem for $w$ and pattern $x_1 x_2 \ldots x_n$, the latter task becomes trivial, if variables can be erased.

Since patterns with variables have their origin in learning theory and formal languages, it might be worthwhile to extend the concept of injectivity accordingly. More precisely, to a given pattern $\alpha$ with terminal alphabet $\Sigma$, we can associate its pattern language $L(\alpha)$, which is the set of all words over $\Sigma$ that match $\alpha$. While the learnability as well as language theoretical properties of these pattern languages are well-investigated, injective pattern languages, i.e., the set of all words that match the pattern in an injective way, are, to the best of our knowledge, never considered so far.
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